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The central challenge in building a quantum computer is error correction. Unlike classical bits,
which are susceptible to only one type of error, quantum bits (“qubits”) are susceptible to two
types of error, corresponding to flips of the qubit state about the X- and Z-directions. While
the Heisenberg Uncertainty Principle precludes simultaneous monitoring of X- and Z-flips on a
single qubit, it is possible to encode quantum information in large arrays of entangled qubits that
enable accurate monitoring of all errors in the system, provided the error rate is low. Another
crucial requirement is that errors cannot be correlated. Here, we characterize a superconducting
multiqubit circuit and find that charge fluctuations are highly correlated on a length scale over
600 µm; moreover, discrete charge jumps are accompanied by a strong transient suppression of
qubit energy relaxation time across the millimeter-scale chip. The resulting correlated errors are
explained in terms of the charging event and phonon-mediated quasiparticle poisoning associated
with absorption of gamma rays and cosmic-ray muons in the qubit substrate. Robust quantum error
correction will require the development of mitigation strategies to protect multiqubit arrays from
correlated errors due to particle impacts.

The two-dimensional surface code is widely seen as
a promising approach to realization of a fault-tolerant
quantum computer based on superconducting integrated
circuits1. In this architecture, quantum information is
encoded in a two-dimensional fabric of superconducting
qubits with nearest-neighbor connectivity. Provided that
gate operations and measurements are performed above a
certain fault-tolerant threshold, it is possible to uniquely
identify and correct errors in the system by monitor-
ing multiqubit parity operators of the form XXXX and
ZZZZ, where X and Z are single-qubit Pauli opera-
tors. In recent years, a number of groups have achieved
beyond-threshold fidelities for single- and two-qubit gate
operations2,3 and for qubit measurement4–6, and steady
improvements in performance are expected. The rigor-
ous proof that it is possible, in principle, to achieve fault
tolerance once threshold levels of fidelity are reached un-
derpins much of the optimism for the surface code. How-
ever, this proof rests on the assumption that errors across
the multiqubit array are uncorrelated in both space and
time. While it is possible to mitigate errors that are
weakly correlated across neighboring qubits7, quantum
error correction will break down in the face of simultane-
ous errors that are correlated over large length scales.

In this article, we demonstrate spatially correlated
charge fluctuations in a superconducting multiqubit chip
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over length scales of hundreds of microns, accompanied
by correlated relaxation errors that extend over several
millimeters. The data are compatible with absorption in
the qubit substrate of cosmic-ray muons and γ-rays from
background radioactivity. We perform detailed numeri-
cal modeling to determine the spatial profile of the charge
burst associated with an absorption event; in addition,
we present a simple model that describes the propaga-
tion of energy released by the event via scattering of pair-
breaking phonons. These results have far-reaching impli-
cations for proposed error correction schemes such as the
surface code that rely on large-scale arrays of qubits to
monitor multiqubit stabilizers. A thorough understand-
ing of the physics of particle impact events will be re-
quired to develop appropriate mitigation strategies and
to engineer new approaches for fault-tolerant multiqubit
arrays.

The sample geometry is shown in Fig. 1a-c. The
6.25 × 6.25 mm2 chip incorporates four weakly charge-
sensitive transmon qubits with a ratio of Josephson en-
ergy to single-electron charging energy EJ/EC = 24; the
detailed device parameters are presented in the Supple-
ment. Each qubit comprises a circular superconducting
Nb island with radius ri = 70 µm embedded in a circular
cavity with radius ro = 90.5 µm in the superconducting
Nb groundplane. Two of the qubits are positioned on
one side of the chip with a center-to-center separation of
340 µm, while two of the qubits are on the opposite side
of the chip with 640 µm center-to-center separation. The
qubit pairs are separated by around 3 mm. Each qubit
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FIG. 1. Chip layout and charge response. (a) Opti-
cal micrograph of the multiqubit chip. Four charge-sensitive
transmon qubits (magenta) are coupled to local readout res-
onators (cyan) and charge gate lines (orange). The readout
resonators are coupled to a common feedline (purple). (b)
Closeup view of a single qubit. (c) Circuit diagram of the
chip. Color coding matches the false coloring in parts (a) and
(b). (d) Simulation of the charge induced on the qubit is-
land from a unit point charge at various locations in the Si
substrate.

is coupled to a local readout resonator that is in turn
coupled to a common feedline.

For the purposes of interpreting the experiments de-
scribed here, it is useful to consider the qubits as elec-
trometers with a large effective sensing area for electric
fields in the substrate. For our concentric qubit geometry,
the sensing area for uniform electric fields is πεriro, where
ε is the relative permittivity of the medium. In Fig. 1d
we display the numerically computed offset charge on the
qubit island induced by a unit point charge at various lo-
cations in the substrate; for an applied unit charge, the
induced offset charge is simply the fraction of electric
field lines that terminate on the qubit island.

In a first series of experiments, we perform simultane-
ous Ramsey tomography on the four qubits to generate
time series of fluctuating offset charge. In Fig. 2a we
show representative qubit spectroscopy and in Fig. 2b
we show the experimental pulse sequence for the charge
measurements8. The Ramsey X/2−Idle−X/2 sequence
maps precession frequency to occupation of the qubit |1〉
state irrespective of the quasiparticle parity of the qubit
island. We perform a series of such experiments for dif-
ferent applied gate charge as shown in Fig. 2c; the phase
of the resulting curve reveals the offset charge on the
qubit island. Note that this approach only allows mea-
surement of offset charge modulo the fundamental charge
e; large discrete jumps in offset charge will be aliased to
the interval from -0.5e to +0.5e.

In Fig. 2d, we show a typical time series of offset
charge measured on the four qubits simultaneously. The
Ramsey-based charge measurement involves 3000 pro-

jections of the qubits across 10 applied gate charges,
with a total cycle time of 44 seconds. Focusing on
large discrete changes ∆q in offset charge in the range
0.1e < |∆q| ≤ 0.5e, we find a rate of charge jumps of
1.35(3) mHz averaged over the four qubits. The right
panel shows the detailed structure of the charge traces for
nearest-neighbor pairs measured at shorter timescales.
We observe numerous simultaneous discrete jumps in the
offset charge of neighboring qubits. In Fig. 2e we show
joint histograms of charge jumps measured in various
qubit pairs. For all qubits, there is a Gaussian peak at the
center of the distribution due to experimental uncertainty
in the reconstructed offset charge. For the pairs sepa-
rated by 340 and 640 µm, however, we find many simul-
taneous discrete changes in offset charge. Again focusing
on large charge jumps in the range 0.1e < |∆q| ≤ 0.5e
and correcting for random coincidence, we find a corre-
lation probability of 54(4)% for the qubit pair separated
by 340 µm and a correlation probability of 46(4)% for
the qubit pair separated by 640 µm (see Supplement).
For qubits on opposite sides of the chip with separation
of order 3 mm, the rate of simultaneous charge jumps is
consistent with random coincidence.

As mentioned above, the characteristic length
√
riro

sets the scale over which charge is sensed in the bulk sub-
strate. The high degree of correlation in charge fluctua-
tions sensed by qubits with 640 µm separation indicates
charging events with a large spatial footprint. There are
two obvious candidates for such events: absorption of
cosmic-ray muons in the qubit substrate and absorp-
tion of γ-rays from background radioactivity9. These
events deposit energy of order 100 keV in the qubit sub-
strate, roughly ten orders of magnitude greater than the
∼10 µeV energy scale of the qubit states. In both cases,
the absorption event liberates charge in the substrate; a
significant fraction of the free charge diffuses over hun-
dreds of microns, leading to a large spatial footprint for
the charging event that can be sensed by multiple qubits.

We perform detailed numerical modeling of charge
bursts induced by the absorption of cosmic rays and back-
ground radioactivity. We use the GEANT4 toolkit10–12

to calculate the energy deposited in the Si substrate. A
simplified model of the cryostat (including vacuum can,
radiation shields, stage plates, etc.) is used to calculate
the flux of muons and γ-rays at the chip (see Supple-
ment). The angular and energy distribution of simulated
muons reproduces measurements of cosmic ray muons at
sea level13, and the photons from background radioac-
tivity are generated isotropically according to the energy
distribution measured at Laboratori Nazionali del Gran
Sasso (LNGS), which matches the distribution measured
in the qubit lab in Madison (see Supplement).

Each energy deposit liberates one electron-hole pair
per 3.6 eV of energy transferred to the substrate14.
The subsequent diffusion of charge is modeled using
G4CMP15,16. This charge transport simulation takes into
account anisotropy in the electron band structure, which
leads to a separation of the positive and negative charge
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FIG. 2. Characterization of correlated charge fluctuations. (a) Qubit spectroscopy versus applied offset charge showing
the two quasiparticle parity bands; a discrete jump in offset charge can be seen in the rightmost column of data. (b) Ramsey
sequence used to detect offset charge ng ≡ ∆q/2e, and trajectory of the qubit state vector for the two values of quasiparticle
parity. (c) Two sequential scans of Ramsey amplitude versus offset charge; points are data and solid traces are theoretical fits.
In the first scan (orange points), the offset charge was constant throughout the acquisition, while in the second scan (green
points) a discrete jump in offset charge occurred during the scan. (d) Time series of offset charge on the four qubits measured
simultaneously over 10 hours. Trace colors identify the locations of the four qubits, as shown in the figure inset. Panels to the
right show detailed views of correlated offset charge jumps in qubit pairs. (e) Joint charge histograms measured on three qubit
pairs; coloring of axes encodes the qubit location, and center-to-center separation is shown above the plots.

liberated by the burst event, as demonstrated in ref. 17.
The characteristic trapping length λtrap is taken to be
energy- and species-independent; λtrap and the charge
production efficiency fq are tuned to match the exper-

imentally measured charge histograms (see Supplement
for details). We find for λtrap = 300 µm and fq = 0.2 that
the simulated single- and two-qubit charge histograms
are in good qualitative agreement with the measured
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FIG. 3. Modeling of muon and γ-ray impacts. (a) Top
and side views of muon (blue, 30 events) and γ-ray (red, 60
events) tracks for a collection of simulated impact events in
the 6.25×6.25 mm2 chip. For a single muon track, a sample
distribution of generated electrons (green) and holes (orange)
is shown. Qubit locations are indicated by black circles. The
crystal orientation of the Si substrate is 〈001〉; the crystal
〈110〉 direction is as indicated. The chip is oriented within
the cryostat as indicated (orientation is relevant for the simu-
lation of cosmic ray muons, which predominantly arrive from
the vertical direction). Electron (b) and hole (c) probability
distributions used to simulate induced offset charge. Elec-
trons tend to travel along the crystal valleys, while the distri-
bution of holes is spherically symmetric.

histograms and provide a reasonable quantitative match
with the correlation probabilities and charge asymmetries
extracted from the data. The trapping length λtrap is a
critical materials parameter that determines the electro-
static coupling of particle impact events to nearby qubits.
Based on our analysis, we conclude that the contribution
of γ-rays to the measured rate of charge bursts is around
40 times that of cosmic ray muons (see Supplement). We
infer a rate of γ impacts on the 6.25×6.25 mm2 chip of
19.8(5) mHz.

Ultimately, the energy released by particle absorption

will be transferred to the phonon reservoir in the qubit
susbtrate. Phonons will rapidly scatter to the gap edge of
the Nb groundplane by breaking Cooper pairs; nonequi-
librium quasiparticles in the vicinity of the Al junction
leads are expected to become trapped and suppress qubit
relaxation time T1

18–22. In a separate series of experi-
ments, we use one qubit as a trigger for charge bursts
while additional qubits are used as local probes of T1.
Fig. 4a shows the pulse sequence for the experiment. On
qubit 1 (Q1) we perform the same charge Ramsey se-
quence as in Fig. 2, while on qubits 2 and 4 (Q2, Q4) we
perform a stripped-down inversion recovery experiment
consisting of a premeasurement to initialize the qubit,
an X-gate, a fixed idle time of 10 µs, and a second mea-
surement. The sequence is repeated continuously with a
cycle time of 40 µs.

We identify burst events when there is a large discrete
change in the running average of the Ramsey amplitude
measured on Q1, allowing us to align and average traces
from the probe qubits. In the absence of burst events, the
inversion recovery sequence yields average occupations
of the qubit |1〉 state that are consistent with the sepa-
rately measured qubit T1 times. When a charge burst is
detected in Q1, however, we find a clear suppression in
the |1〉 occupation of Q2 and Q4. Fitting this dropout
with an exponential recovery convolved with a Gaussian
to account for timing uncertainty in the trigger, we find
a recovery timescale of 130 ± 40 µs. We conclude that
the same process that gives rise to discrete jumps in off-
set charge also leads to correlated suppression of qubit
T1 time over length scales in excess of 3 mm. In general,
quasiparticles that trap in the junction leads in the im-
mediate aftermath of a particle impact event will induce
both upward and downward qubit transitions23 that will
be correlated across the qubit array.

The recovery timescale for quasiparticle poisoning can
be understood in the following way. Phonons propa-
gate diffusively to the boundary of the chip in a time
x20/csz0, where x0 = 6.25 mm is the lateral dimension of
the chip, cs = 6 × 103 m/s is the sound speed in the Si
substrate, and z0 = 375 µm is the chip thickness. The
chip is thermally anchored at four corners, with a frac-
tion β = 0.2 of the chip perimeter acoustically coupled
to the chip enclosure. We therefore find a characteristic
dwell time for athermal phonons in the substrate of or-
der x20/βcsz0 ∼ 100 µs, in qualitative agreement with the
measured recovery time.

We briefly discuss the implications of these results for
the realization of fault-tolerant superconducting qubit ar-
rays in the surface code; for a detailed discussion, see
Supplement. We define correlation degree m as the num-
ber of qubits in a line to which an error couples. It can
be shown that the fault-tolerant threshold pm for corre-
lated errors of degree m is given by pm ≈ pm, where p is
the fault-tolerant threshold for uncorrelated errors7. The
relaxation and bit-flip errors associated with phonon-
mediated quasiparticle poisoning are particularly damag-
ing, as they couple to all qubits in a mm-scale chip. We
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FIG. 4. Characterization of correlated relaxation er-
rors. (a) Experimental pulse sequence. Qubit 1 (Q1) acts as
a charge trigger, while qubits 2 and 4 (Q2, Q4) act as local
probes of T1. (b) Representative trace of the Ramsey ampli-
tude of Q1 during a burst event; qubit occupation is averaged
over 30 single-shot measurements. (c) Average single-shot oc-
cupation for Q2 (blue, 340 µm from Q1; 142 events) and Q4
(pink, 3 mm from Q1; 121 events) versus time with respect
to a detected charge burst. Black trace is a fit to the data
from Q4, yielding a recovery timescale 130±40 µs. (d) Aver-
age change ∆Γ01 in qubit relaxation rate and average change
∆xQP in reduced quasiparticle density calculated from the
data in (c).

identify two additional correlated error mechanisms: cor-
related phase-flip errors due to exponentially small (but
nonzero) frequency shifts induced by correlated charge
noise, and correlated bit-flip errors induced by the sudden
charge transient associated with particle impact. Even
for a nominally charge-insensitive qubit such as the trans-
mon with EC/h = 250 MHz and EJ/EC = 50, we find
that the rate of correlated phase-flip errors is significant,
with 0.9% (3.8%) of γ-ray (muon) impacts giving rise to

correlated phase-flip errors above the 10−4 level in qubit
pairs separated by 640 µm, and with 7.2% of muon im-
pacts giving rise to correlated phase-flip errors above the
10−6 level in qubit pairs separated by 3 mm. In general,
the exponential sensitivity of the qubit array to corre-
lated errors represents a serious design constraint: for a
given error mechanism with fixed spatial footprint, the
need to protect against correlated errors will dictate how
closely spaced the qubits can be.

A clear understanding of the underlying physics of par-
ticle impact events in the qubit substrate will allow the
development of mitigation strategies to suppress or even
eliminate correlated errors. We discuss several possible
approaches below.

First, one can operate the quantum processor in a
clean environment that provides shielding against cos-
mic ray muons and background γ-rays. Such measures
are routinely taken in ultrasensitive searches for rare
events, such as neutrinoless double beta decay24,25 or
dark matter interactions26,27. Underground sites en-
able the reduction of cosmic-ray muon flux to negligi-
ble levels28–30. Similarly, the cryostat can be shielded in
massive lead and copper structures to absorb γ-rays. A
few centimeters of lead shielding guarantees a suppres-
sion of the γ flux by 1-2 orders of magnitude. Finally,
the materials used to construct the device and its en-
closure can be selected to be radio-pure and processed
through electrochemical treatments that remove surface
contamination31–35.

Second, one could reduce the sensitivity of the qubit
to the burst events. Reduction of the size of the qubit
island and reduction of the gap from the island to ground
will limit the sensitivity of the qubit to electric fields in
the substrate. It is important to note that the near-
continuous groundplane in the geometry studied here
provides excellent electrostatic screening against charge
in the bulk. We anticipate that a multiqubit architecture
that lacks a groundplane will be much more susceptible
to correlated phase-flip errors induced by charge bursts.

In order to combat quasiparticle-induced T1 suppres-
sion, mitigation strategies could be adopted to prevent
the direct diffusion of quasiparticles, for example involv-
ing superconducting bandgap engineering36 or normal-
metal quasiparticle traps37,38. Finally, steps could be
taken to promote the relaxation of high-energy phonons
below the gap edge and to enhance the rate of removal
of phonons from the qubit substrate39. Modest improve-
ments in the acoustic anchoring of the substrate could ac-
celerate recovery of the chip following particle absorption,
minimizing correlated relaxation errors due to quasipar-
ticles.
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SUPPLEMENT

A. Device Fabrication

Our devices are fabricated in a single-layer process on
high-resistivity (>10 kΩ cm) Si(001) wafers. Following
a hydrofluoric acid strip of the native SiOx, we sputter
a 90-nm film of Nb at a rate of 45 nm/min. We cap
this film in situ with a 20-nm layer of Al grown at a
rate of 8 nm/min. The Nb deposition parameters are
tuned to yield films with slight compressive stress. We
use an i-line projection aligner to define the qubit islands
and all readout and control structures, and we etch the
metal using a Cl2/BCl3 recipe in an inductively coupled
plasma reactive ion etch tool. The qubit junctions are
realized using a standard Dolan bridge process40. We
pattern the MMA/PMMA stack with a 100-keV electron-
beam writer. We shadow evaporate the Al-AlOx-Al stack
in an electron-beam evaporation tool with base pressure
1 × 10−8 Torr; prior to junction growth we perform an
ion mill clean of the substrate to ensure good metallic
contact to the base metal layer.

B. Circuit Parameters

In Table S1, we list the designed and measured param-
eters of the devices used in these experiments.

C. Measurement Setup

Our measurement setup is shown in Fig. S1. We use
a standard microwave heterodyne setup involving single-
sideband modulation of a local oscillator for both qubit
and resonator drive. Each microwave control line passes
through multiple stages of filtering and attenuation at the
4 K and mK plates of the dilution refrigerator, including
low-pass Eccosorb filters with a cutoff at 20 GHz. Qua-
sistatic charge bias lines pass through lower-frequency
Eccosorb filters with a cutoff at 300 MHz. For the mea-
surements described in Fig. 4, readout signals are pream-
plified by a traveling-wave parametric amplifier (TWPA)
at the mK stage followed by a high electron mobility tran-
sistor (HEMT) amplifier at the 4 K stage. The TWPA
requires a separate microwave pump tone and can be
switched in and out of the readout chain by a pair of
microwave coaxial relays (not shown).

D. T1 dropout

We fit the T1 dropout data of Fig. 4 with an exponen-
tial recovery convolved with a Gaussian to account for
timing imprecision of our Ramsey-based charge trigger.

We use the fit function

P1(t) =
1

2
exp

(
σ2 − 2τt

2τ2

)
erfc

(
σ2 − τt√

2στ

)
(1)

to extract the characteristic recovery time τ , where t is
the elapsed time from the charge trigger and σ is the
standard deviation of the Gaussian. A fit to the data of
Fig. 4c yields a recovery time of τ = 130 ± 40 µs and a
timing jitter σ = 210± 30 µs.

We ascribe the average suppression in P1 to an en-
hanced qubit relaxation rate ∆Γ01 due to quasiparticle
poisoning. To convert the average change in relaxation
rate to an increased density of nonequilibrium quasipar-
ticles, we use the expression21

∆Γ01 =
xQP

π

√
2∆

~
ω01, (2)

where xQP is the reduced density of quasiparticles (i.e.,
density of quasiparticles nQP relative to the Cooper
pair density nCP; for Al, nCP = 4 × 106 µm−3) and
2∆/e= 380 µV is the superconducting gap of Al.

E. Correlation Probabilities and Event Rates

It is necessary to differentiate true correlated charging
events in which a single charge burst is sensed by multi-
ple qubits from apparent correlations that arise from our
finite sampling rate. We label two qubits A and B; we
define pobsA (pobsB ) as the probability that a large discrete
charge jump is registered in a given 44-second measure-
ment cycle on qubit A (qubit B), while pobsAB is the proba-
bility that we observe a jump in both qubits. The events
that are seen by qubit A have two contributions: some of
these events are due to charge bursts that couple to both
qubits (occurring with probability pAB), while some are
due to events that are seen only by qubit A (occurring
with probability pA). We thus have

pobsA = pAB + pA(1− pAB), (3)

and similarly for pobsB . In the same way, there are two
contributions to pobsAB : one contribution from burst events
that couple to both qubits simultaneously (again, occur-
ring with probability pAB), and one contribution from
random coincidence, where independent charging events,
each seen by only one of the qubits, occur during the
same measurement cycle. We have

pobsAB = pAB + pApB(1− pAB). (4)

Solving for the probability of true correlated events in
terms of the observed probabilities, we find

pAB =
pobsAB − pobsA pobsB

1 + pobsAB − (pobsA + pobsB )
. (5)
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Quantity Q1 Q2 Q3 Q4 Units

g/2π Designed qubit-resonator coupling 27 MHz

κ Designed decay rate of readout resonators 295 ns−1

f01 Mean qubit transition frequency 4.5641 4.4330 4.2939 4.3973 GHz

fr Measured frequency of readout mode 6.195 5.835 6.082 5.966 GHz

2∆f01 Measured pk-pk charge dispersion 4.1 5.3 7.2 6.3 MHz

η/2π Measured qubit anharmonicity 435 434 430 – MHz

TABLE S1. Parameters of devices used in the experiments.

In Table S2 we list the observed (pobsi , pobsij ) and inferred
(pi, pij) probabilities for discrete charge jumps per mea-
surement cycle extracted from the dataset of Fig. 2; here
the indices i, j specify the qubit or qubit pair.

We define correlation probability pcorrAB as the ratio of
the probability of a true correlated event to the average
of the probabilities of observed events in qubits A and B:

pcorrAB =
2pAB

pobsA + pobsB

. (6)

With this definition, pcorrAB represents the probability that
a large discrete offset charge jump seen by one qubit will
also be seen by a neighboring qubit at a given separa-
tion. As we discuss below, comparison of simulated and
measured values for pcorrAB provides a means to pin down
the charge trapping length scale and charge production
efficiency associated with charge diffusion following an
absorption event. We obtain correlation probabilities of
0.54(4) for Q3-Q4 (340 µm), 0.46(4) for Q1-Q2 (640 µm),
and 0.00(1) for Q1-Q3 (3195 µm).

It is instructive to connect the observed rate of dis-
crete charge jumps in the range 0.1e < |∆q| ≤ 0.5e to an
absolute rate of particle impacts on the qubit chip. In
Table S2 we show the rates Γobs

i of large discrete jumps
observed on each qubit along with the inferred rates of
correlated jumps Γij in the various qubit pairs. We find
a rate of discrete charge jumps of 1.35(3) mHz averaged
across the four qubits. From the GEANT4 simulations,
we expect an absolute rate of muon impacts on the chip of
0.5 mHz. Similarly, from the GEANT4 and charge trans-
port simulations described below, we know that 16% of
these muon events will lead to an aliased offset charge
jump above the threshold of 0.1e. We ascribe the re-
maining jump events to γ-ray absorption in the qubit

Γobs
i ,Γij

Separation Qubit(s) pobsi , pobsij pi, pij (mHz)

- Q1 0.055(2) 0.030(3) 1.27(5)

- Q2 0.061(3) 0.035(4) 1.38(6)

- Q3 0.060(3) 0.029(3) 1.38(6)

- Q4 0.060(3) 0.029(4) 1.38(6)

340 µm Q3-Q4 0.033(2) 0.033(2) 0.74(6)

640 µm Q1-Q2 0.027(2) 0.026(2) 0.60(5)

3195 µm Q1-Q3 0.004(1) 0.000(1) 0.00(2)

TABLE S2. Probabilities and rates of impact for qubits
and qubit pairs.

substrate, with rate 1.27(3) mHz. Again using the re-
sults of the GEANT4 and charge transport simulations,
we can map this rate of charge bursts seen by the indi-
vidual qubits to a rate of γ impacts on the qubit chip.
We find that the only 6% of γ-ray absorptions lead to
an aliased offset charge jump above 0.1e, implying the
rate of γ impacts on the 6.25 × 6.25 mm2 qubit chip is
19.8(5) mHz. Thus, if we we consider only the rate of im-
pacts on the qubit chip, the contribution of environmen-
tal radioactivity is roughly a factor 40 larger than that
of cosmic ray muons. However, as we show below, the
muon impact events lead to stronger correlations across
qubit devices.

F. Modeling of Charge Bursts

We use the GEANT4 software framework to model the
absorption of energy in the qubit chip10–12. We consider
a simplified model of the dilution refrigerator cryostat,
including the vacuum can, nested radiation shields, cop-
per stage plates and sample stage, and aluminum sample
enclosure; see Fig. S2a-b. We focus on two contributions
to the measured rate of charge bursts: γ-rays produced
by environmental radioactivity and cosmic-ray muons.

Environmental radioactivity is commonly ascribed to
40K in addition to 232Th and 238U and their daughter
nuclei. These contaminants are generally found through-
out building materials, cryogenic infrastructure, and in
the air itself. Their relative abundance and activity can
vary from site to site. Nevertheless, the energy scale
of interest is a few MeV, and the typical flux is of order
1 γ/cm2/s. As input for the simulations, we use the spec-
trum of background radiation measured in Hall C of the
Laboratori Nazionali del Gran Sasso (LNGS) in Italy; as
we discuss in Section J below, this spectrum is compara-
ble to that measured in the qubit laboratory in Madison
apart from an overall reduction in the absolute rate by a
factor 2.8, which does not impact the simulation results.

We generate 1010 γ-rays uniformly distributed on
a cylindrical surface centred around the cryostat and
record the track of each particle. Most γ-rays cross the
setup without interacting, while a small fraction of γ-rays
hit the qubit chip and produce an electron. Typical elec-
tron tracks produced by γ interactions are shown in Fig. 3
of the main text. The spectrum of energy deposited by
these electrons is shown in Fig. S2c. The spectrum ex-
tends to around 1 MeV with a mean energy deposit of
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FIG. S1. Wiring diagram of the experiments.

100 keV; the distribution of energy deposited in the sub-
strate is insensitive to the detailed shape of the spectrum
of incident γ-rays.

Cosmic-ray muons provide a subdominant contribution
to the measured rate of particle impacts. Muons release
energy by ionization with a typical flux of 1µ/cm2/min.
We generate 108 muons on a flat surface above the cryo-
stat using the energy distribution and angular distribu-
tion reported in ref. 13. We record the track of each
muon; like γ-rays, the vast majority of muons cross the
setup without interacting, while a small fraction hit the
substrate, producing a continuous track that deposits a
mean energy of 460 keV (see Fig. 3 of the main text and

Fig. S2c). In some cases, the muons interact with the
cryostat material, producing secondary γ-rays. The to-
tal rate of muon events in the substrate (primary + sec-
ondary γ events) is 0.5 mHz.

Using the tracks generated by GEANT4 as a starting
point, we model the diffusion of electrons and holes in the
qubit substrate. To construct the charge PDFs, we sim-
ulate 108 electron-hole pairs originating uniformly along
a line in the z-direction in the Si substrate (the direction
normal to the chip surface). The substrate thickness and
crystal orientation are chosen to match the parameters
of the qubit chip under test; namely, we take a thickness
of 375 µm, and we take the 〈001〉 direction to be normal
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FIG. S2. GEANT4 modeling of the experiment. (a)
Model of the dilution refrigerator cryostat used in GEANT4
simulations of particle absorption events. (b) Model of the
silicon chip, aluminum sample enclosure, and copper stage
plate used in the simulations. The materials of the cryo-
stat and chip enclosure include stainless steel (grey), copper
(red), aluminum (blue), and cryoperm (yellow); the silicon
chip is shown in green. (c) Energy deposited in the qubit
substrate from environmental radioactivity (red) and cosmic
ray muons (blue). The simulation of environmental radioac-
tivity assumes a γ flux of 2.8 γ/cm2/s. The γ-rays deposit an
average energy of 100 keV, while the average energy deposited
by muons and their secondary γ-rays is 460 keV.

to the chip surface while the 〈110〉 and 〈1-10〉 directions
are aligned with the chip edges. Each electron-hole pair
is given 3.6 eV of initial total energy (2.6 eV of kinetic
energy) and the momenta are randomized. In the case of
electrons, randomization occurs in a spherically symmet-
ric way before application of a Herring-Vogt transform to
simulate the valley anisotropy41; the initial valley occu-
pation is randomly chosen. The charges are then propa-
gated and allowed to emit phonons. Charges diffuse until
they either trap (with a probability set by the trapping
length λtrap) or until they encounter a surface. Details
on tuning of the scattering parameters for this simulation

can be found in ref 17.

We then divide these simulations into bins by initial
z-position using a bin width of 10 µm. For each of the
initial z-positions, we compute the probability that the
final charge position falls within a bin of width 10 µm in
x and y and 3.71 µm in z at a given point in a three-
dimensional grid the size of the chip under test; with
this choice, each dimension has 101 total bins centered
at the origin. This bin width allows the PDF to have
a resolution much smaller than the lateral extent of the
qubits, while the number of bins is large enough to ensure
convergence at the tails of the distribution. This set of
PDFs over the range of z-positions of the impact event is
then used to generate final positions of the electrons and
holes by random weighted choice.

Using the γ and muon tracks derived from the
GEANT4 simulations and the charge distributions de-
scribed above, we generate single- and two-qubit offset
charge histograms for a range of values of the character-
istic charge trapping length λtrap and charge production
efficiencies fq. Here, fq represents the fraction of free
charge that avoids immediate recombination at the im-
pact site. In the absence of an applied electric field, we
expect fq < 142,43. To compare our simulations to the
measured results, we consider three quantities derived
from the charge histograms, described here in order of
importance. The first, correlation probability (denoted
pcorrij above), is the probability that a discrete jump in
offset charge that is registered by one qubit is also regis-
tered by its neighbor. Second, charge asymmetry is the
number of large positive jumps in offset charge divided
by the total number of large jumps, averaged over all four
qubits. While in many cases the change in offset charge
measured by the qubit is aliased to the interval from -
0.5e to 0.5e, no aliasing will occur for a distant source
of charge that induces a small change in offset charge
|∆q| < 0.5e. We find in our measurements a clear excess
of positive offset charge, corresponding to an excess of
negative charge in the substrate near the qubit island.
We understand the charge asymmetry to arise from the
different ways that electrons and holes diffuse in the Si
substrate, a consequence of Si valley physics (see discus-
sion above). Finally, we examine 13/24 asymmetry, the
asymmetry in the rate of joint events in quadrants 1 and
3 as opposed to quadrants 2 and 4. We observe a clear
excess of events in quadrants 1 and 3, corresponding to
distant charge bursts that are not aliased and which cou-
ple more or less equally to the two qubits.

In Fig. S3, we show extracted values of correlation
probability, charge asymmetry, and 13/24 asymmetry for
simulations performed for a range of values of λtrap and fq
for both γ-ray and muon events. For all simulated data,
we have added Gaussian charge noise derived from the ex-
perimental uncertainties associated with Ramsey-based
reconstruction of charge. The color scale is set such that
white is a match to the value measured experimentally.
As the rate of γ impacts on the chip exceeds the muon
rate by roughly a factor 40, we focus on simulated γ-ray
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Muons

FIG. S3. Comparison of measured and simulated charge histograms. Correlation probability, 13/24 asymmetry, and
charge asymmetry for simulated joint and single-qubit charge histograms associated with γ-ray (left) and cosmic ray muon
(right) absorption. For correlation probability and 13/24 asymmetry, results are derived from joint histograms calculated for
qubits with separation 340 µm, 640 µm, and 3195 µm; for charge asymmetry, results are derived from simulated single-qubit
charge histograms. The color scale is adjusted for each plot so that white matches the value derived from the experimentally
measured charge histogram. For all plots, the vertical axis corresponds to charge trapping length λtrap in the range from 100 µm
to 1000 µm while the horizontal axis corresponds to charge production efficiency fq = 1.0, 0.5, 0.2, and 0.1; the axis labels and
scales shown in the plots of charge asymmetry apply to all subplots of this figure. For comparison with measurement, we focus
on the simulated histograms corresponding to γ-ray events, which account for over 97% of the impact events on the qubit chip.
From these simulations, we find that the parameter choice λtrap = 300 µm and fq = 0.2 provides a good overall match to the
experimentally measured data.
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FIG. S4. Simulated histograms of charge jumps. (a) Histogram of charge jumps on qubit 1. The experimentally
measured data is shown in blue, while the simulated data is shown in orange. (b) Simulated joint charge histograms for the
three qubit pairs studied in this work. The charge histograms from 7895 γ-ray events are shown in the top row, while the
charge histograms from 1162 cosmic ray muon events are shown in the bottom row. All simulations were performed with
λtrap = 300 µm and fq = 0.2 and include Gaussian charge noise comparable to that in the measurements.
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events for the purposes of comparison with the measured
data. While simulations performed at large λtrap and
small fq yield qualitatively similar results for correlation
probability, charge asymmetry, and 13/24 asymmetry as
simulations performed at small λtrap and large fq, the de-
generacy with respect to the choice of parameters can be
broken by examining the detailed shape of the single- and
two-qubit charge histograms. We find that the parame-
ter choice λtrap = 300 µm and fq = 0.2 provides the best
overall agreement with the measured data. This implies
a low mean charge collection, consistent with zero-field
measurements in comparable crystals43.

In Fig. S4a, we display the single-qubit charge his-
togram derived from the simulated γ-ray events along
with the measured histogram of discrete charge jumps
on Q1. In Fig. S4b, we show the simulated two-
qubit histograms for the γ-ray and muon events. De-
spite good agreement with the measured joint charge his-
tograms across correlation probability, charge asymme-
try, and 13/24 asymmetry, the simulated joint histogram
for the smallest qubit separation of 340 µm displays a
pronounced charge “jet” in quadrants 1 and 3. This fea-
ture arises from distant charge bursts that couple equally
to the two qubits. We believe that in the experimental
system this feature will be suppressed, as field lines from
faraway bursts will close on the surrounding metal of the
qubit enclosure, providing a natural cutoff in the response
to distant charge. More sophisticated modeling of the
qubit setup, including the detailed geometry of the sam-
ple enclosure, could capture this physics; however, this is
beyond the scope of the current work.

G. Implications for Fault Tolerance

Here we briefly discuss the impact of correlated errors
on error identification in the surface code; for a complete
analysis, see ref. 7. The surface code consists of a two-
dimensional fabric of qubits with nearest-neighbor con-
nectivity. We define correlation degree m as the number
of qubits in a line to which an error couples (see Fig. S5).
It can be shown that the fault-tolerant threshold pm for
correlated errors of degree m is given by

pm ≈ pm, (7)

where p is the fault-tolerant threshold for uncorrelated
errors. Thus, for a threshold error level p = 10−2, the
threshold for correlated errors of degree 2 is p2 ≈ 10−4;
the threshold for correlated errors of degree 3 is p3 ≈
10−6, etc. These considerations must inform the design of
large-scale qubit arrays that are susceptible to correlated
errors: for a given error mechanism with a fixed spatial
footprint, the need to protect against correlated errors
will dictate how closely spaced the qubits can be.

Due to the exponential dependence of the fault-
tolerant threshold on correlation degree, errors due to
widespread quasiparticle poisoning are particularly dam-
aging. In the following, we separately analyze in detail

FIG. S5. Correlated errors in the surface code.
Schematic of a surface code array subjected to a correlated
noise source, shown here in blue. The number m of qubits in
a line to which the noise couples determines the sensitivity of
the array to correlated errors.

two additional correlated error mechanisms, in order of
importance: correlated phase errors due to exponentially
small (but nonzero) frequency shifts induced by corre-
lated charge noise, and correlated bit-flip errors induced
by pair production and charge reconfiguration in the sub-
strate at the moment of particle impact.

H. Qubit Phase Flips From Correlated Charge
Noise

The devices used in this work were intentionally de-
signed to be sensitive to charge. For a conventional trans-
mon qubit optimized for high-fidelity gates, the sensitiv-
ity to charge is exponentially small, and charge noise has
negligible impact on device coherence. However, due to
the exponential sensitivity of the qubit array to corre-
lated errors, it is necessary to carefully examine errors
due to charge fluctuations that are sensed by multiple
qubits. For a transmon qubit, the charge dispersion of
the 01 transition ∆ω01 (defined as half the peak-to-peak
value) can be written as44

∆ω01 = 16

√
2

π

EC
~

(
ξ

2

)3/4

e−
√
8ξ

[
16

(
ξ

2

)1/2

+ 1

]
,

(8)
where we have defined ξ ≡ EJ/EC . The qubit transition
frequency depends on charge as follows:

ω01 = ω01 −∆ω01 cos
[π
e

(q0 + ∆q)
]
, (9)
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FIG. S6. Phase-flip errors from correlated charge fluctuations. (a) Histograms of joint phase-flip errors from correlated
charge noise induced by particle impacts. From left to right, the plots correspond to qubit pairs with center-to-center separation
340 µm, 640 µm, and 3195 µm; the top row corresponds to 7895 simulated γ-ray events, while the bottom row corresponds to
1162 simulated muon events. The qubit geometry and chip layout are identical to those considered throughout this work, but
we take the more typical transmon parameters EJ/h = 12.5 GHz and EC = 250 MHz. (b) Integrated histogram of correlated
phase-flip errors from charge fluctuations induced by γ-ray (left) and muon (right) impacts. Blue, orange, and green traces
correspond to qubit pairs with center-to-center separation 340 µm, 640 µm, and 3195 µm, respectively.
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where ω01 is the mean qubit transition frequency, q0 is a
random offset charge, and ∆q is a discrete change in offset
charge due to particle impact in the qubit substrate. The
mean-square frequency shift associated with the charge
jump ∆q is given by

〈δω2
01〉 = 2∆ω2

01 sin2

(
π

∆q

2e

)
, (10)

where we have averaged over the random offset charge
q0. We can convert the frequency shift to a phase er-
ror accumulated during a surface-code cycle time τsc as
follows:

〈φ2〉 = 〈δω2
01〉τ2sc. (11)

Averaging over qubit states aligned along the six cardinal
directions of the Bloch sphere, we find a phase-flip error
probability εφ associated with charge jumps that is given
by

εφ =
∆ω2

01τ
2
sc

3
sin2

(
π

∆q

2e

)
. (12)

In Fig. S6a we plot histograms of two-qubit phase-flip
errors derived from the simulations presented in Fig. S4.
Here we take τsc = 1 µs and we take conventional trans-
mon parameters EC/h = 250 MHz and EJ/h =12.5 GHz,
corresponding to a mode frequency around 5 GHz and a
charge dispersion ∆ω01/2π = 6.0 kHz. It is important to
note that while our Ramsey-based charge measurement
aliases charge fluctuations into the interval from -0.5e to
+0.5e, for the purposes of dephasing the qubit will be sen-
sitive to charge fluctuations in the interval from−e to +e,
as the surface code cycle time τsc is short compared the
characteristic quasiparticle parity dwell time. In Fig. S6b
we plot integrated histograms of correlated phase-flip er-
rors. We find that 11% (1.3%) and 9.7% (0.99%) of γ-
ray events induce correlated errors above the 10−6 (10−4)
level in qubit pairs with separation 340 µm and 640 µm,
respectively. For muon absorption, 25% (5.6%) and 23%
(3.8%) of events induce simultaneous errors above the
10−6 (10−4) level in qubit pairs with separation 340 µm
and 640 µm, respectively. Finally, 7.2% of muon events
induce correlated phase-flip errors above the 10−6 level
for qubits separated by 3195 µm.

Based on the analysis presented above, correlated
charge fluctuations can be a significant error mechanism
for surface-code arrays implemented using the transmon
qubit. The sensitivity of the transmon to charge noise
can be further suppressed by increasing the ratio EJ/EC ;
for fixed mode frequency, however, such an approach
leads to reduced anharmonicity ω01 − ω12 ≈ EC/~ and
increased leakage errors for fixed gate times. The need to
protect against correlated phase-flip errors due to charge
noise from particle impacts thus represents an important
constraint to the design of fault-tolerant transmon qubit
arrays.

I. Qubit Bit Flips From Charge Bursts

We identify two mechanisms for spurious qubit bit flips
due to nonadiabatic reconfiguration of charge in the sub-
strate following particle absorption. The first is associ-
ated with the sudden release of charge in the immediate
aftermath of the impact, while the second is associated
with single discrete charges that propagate from the im-
pact site all the way to the qubit island. We discuss the
relevant physics below.

The charges liberated by energy absorption in the sub-
strate at point r very quickly emit phonons and relax to
an energy where further phonon emission is kinematically
forbidden; at this point, electrons and holes are moving
ballistically at cs, the sound speed in the substrate. We
can fully characterize any charge distribution by spec-
ifying its multipole moments; the highest nonvanishing
multipole moment will dominate the coupling to distant
qubits. The electrons and holes liberated by the impact
preserve charge neutrality; therefore, the monopole mo-
ment (net charge) is zero. There will, however, be a
nonvanishing random dipole moment d(r) that grows lin-
early in time t with respect to the moment of impact:

d(t) = n1/2e cst, (13)

where n is the number of discrete charges liberated by
the impact event (see Fig. S7). This random dipole will
induce an offset charge on the qubit island given by

Q(t) = d(r, t) ·∇α(r), (14)

where α(r) is the offset charge induced on the qubit is-
land by a unit point charge at location r. Note that the
time dependence of Q(t) is the same as that of d(t): we
have Q(t) = 0 for t < 0, and Q(t) ∝ t for t > 0. The
abrupt transient at the moment of impact t = 0 is what
drives qubit transitions. This transient corresponds to a
current step:

I(t) = n1/2ecs |∇α| cos η H(t), (15)

where η is the angle between ∇α and the random dipole
d and H(t) is the Heaviside step function. This transient
current deposits an energy in the qubit given by

E(r) =
1

2C

∣∣∣Ĩ(ω01)
∣∣∣2

=
nc2s |∇α|2

ω2
01

EC cos2 η, (16)

where C is the self-capacitance of the qubit and Ĩ(ω01) =∫ +∞
−∞ I(t)e−iω01t dt is the Fourier transform of the current

step evaluated at the qubit frequency.
We can equivalently express the coupling of the ran-

dom dipole to the qubit in terms of a spurious rotation
angle θ using the relation

E(r) ≈ ~ω01
θ2

4
. (17)
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FIG. S7. Qubit response to nonadiabatic charge bursts. (a) As electrons (green) and holes (orange) move ballistically
with speed cs from the site of pair production, the randomly oriented electric dipole moment associated with the charge
distribution grows linearly with time t following the impact event. (b) Dipole moment d and effective current drive I to
a neighboring qubit versus t. (c) The net response of the qubit to the nonadiabatic charge shifts associated with particle
absorption in the substrate can be obtained by summing over the responses to the random electric dipoles that are nucleated
along the particle track. (d) Dimensionless offset charge α(r) induced on the qubit island by a unit charge at point r. Vertical
extent of the plot corresponds to the 375 µm thickness of the chip, while the horizontal extent corresponds to 2 mm centered
on the qubit island (not to scale). (e) Gradient |∇α(r)|, in units of m−1.

We find

θ(r) = 2n1/2cs |∇α|
(
EC
~ω3

01

)1/2

cos η. (18)

Similarly, we can express the coupling of the random
dipole to the qubit as a bit-flip error probability εθ =
θ2/6, where we have performed an average of the qubit
response to the charge burst over qubit states aligned
along the six cardinal directions on the Bloch sphere.
We find

εθ(r) =
2

3
nc2s |∇α|2 EC

~ω3
01

cos2 η. (19)

For a γ-ray or muon track, we expect to have energy
deposited over a range of points in the substrate at times
that are short compared to the qubit oscillation period.
In this case, we need to add the rotations induced by
the separate energy deposits. Using this model, we have
calculated single-qubit and joint error probabilities asso-
ciated with γ-ray and muon absorption in the substrate.
In Fig. S8a we plot the total energy deposited in the qubit
in terms of EC for γ-ray and muon tracks; here, we use

the γ-ray and muon tracks calculated using GEANT4 as
described above, the electrostatic response function α(r)
calculated for our geometry, and we take the typical qubit
frequency ω01/2π = 5 GHz. In Fig.S8b, we plot joint er-
rors for this set of γ-ray and muon tracks. Again we take
a qubit frequency of 5 GHz and we take a charging energy
EC/h = 250 MHz. We find that 1.2% and 0.7% of γ-ray
events induce simultaneous errors above the 10−8 level in
qubit pairs with separation 340 µm and 640 µm, respec-
tively. For muon absorption, 4.0% and 3.1% of events
induce simultaneous errors above the 10−8 level in qubit
pairs with separation 340 µm and 640 µm, respectively.

Following the initial transient associated with parti-
cle absorption, a charge-insensitive qubit will follow the
slow drift of distant charge in the substrate adiabatically.
However, it is possible that a charge that propagates all
the way to the qubit island will give rise to a nonadia-
batic shift in island charge as it passes through a region
where |∇α(r)| is large. The crossover from adiabaticity
to nonadiabaticity can be expressed as

dω01

dt
∼ ω2

01
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FIG. S8. Bit-flip errors from nonadiabatic charge bursts. (a) Histogram of energy E deposited in the qubit mode
by the charge transient associated with particle impact in the substrate. Energy is expressed in terms of the single-electron
charging energy EC . The plot on the left is calculated from 7895 simulated γ-ray absorption events, while the plot on the
right is calculated from 1162 simulated muon absorption events. The qubit geometry and chip layout are identical to those
considered throughout this work. (b) Histograms of joint error associated with the charge transients. From left to right, the
plots correspond to qubit pairs with center-to-center separation 340 µm, 640 µm, and 3195 µm; the top row corresponds to
γ-ray events, while the bottom row corresponds to muon events.

cs |∇α(r)|
~

EC ∼ ω2
01. (20)

This relation defines a surface surrounding the qubit is-
land; charges that cross this surface will induce a sudden,

nonadiabatic shift in offset charge, resulting in an error of
order EC/~ω01. For the electrostatic response function
α(r) associated with our qubit geometry, we find that
rotation errors induced by direct charge impingement on
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FIG. S9. Spectrum of background radioactivity. Red:
spectrum of environmental γ radiation measured in the labo-
ratory in Madison with a 1.5” NaI scintillation detector. Blue:
spectrum of environmental γ radiation measured in LNGS
with a 3” NaI scintillation detector and used for the simula-
tions (see Sec. F). The Madison spectrum has been scaled by
a factor 5.2 to account for the smaller detector dimension45,
allowing a direct comparison with the spectrum from LNGS.
The distinguishable peaks of 40K at 1.460 MeV and 208Tl at
2.614 MeV can be seen as dominant contributors to the spec-
tra. The integrated γ-ray flux measured in Madison is a factor
2.8 larger than that measured at LNGS.

the qubit island will be negligible; however, this error
mechanism could be important for other device geome-
tries or parameters.

J. Characterization of Background Radiation

We use a 1.5” NaI scintillation detector to character-
ize the spectrum of background radioactivity in the qubit

laboratory in Madison. We use sealed sources of 137Cs
and 60Co with known activity to calibrate the detec-
tor at the photopeak energies 662 keV, 1.17 MeV, and
1.33 MeV. To bootstrap the calibration to higher en-
ergy, we use the 1.37 and 2.75 MeV γ-ray emission from
24Na obtained by proton irradiation of a piece of Al in
the UW-Madison Cyclotron Laboratory. In Fig. S9 we
plot the measured γ-ray spectrum, along with the γ-ray
spectrum measured with a 3” NaI detector in the under-
ground laboratory at LNGS in Gran Sasso, which was
used as input to the γ-ray simulations performed using
GEANT4. Here the spectrum measured in Madison has
been scaled by a factor 5.2 to account for the smaller
detector dimension45, facilitating direct comparison with
the spectrum from LNGS. Apart from a factor 2.8 differ-
ence in absolute rate, the spectra are similar. The back-
ground activity is dominated by the 1.46 MeV γ emis-
sion of 40K and the 2.61 MeV γ emission of 208Tl, both
of which are known to be common radioactive contam-
inants. Again, the spectrum of energy deposited in the
qubit chip is insensitive to the fine details of the spectrum
of background radiation used for the simulations.

From the γ-ray spectrum measured in Madison and
the GEANT4 simulations, we expect a rate of γ impacts
on the qubit chip of 9 mHz. As we discuss above, from
our measured rate of offset charge jumps, we infer a rate
of γ impacts on the chip of 19.8(5) mHz. The factor
2 discrepancy could indicate a dominant local source of
radioactivity within the qubit cryostat: the qubit chip
is closely surrounded by copper stage plates, mu-metal
shields, stainless steel vacuum cans, etc., all of which are
potential emitters of low-level γ radiation. A systematic
study of the various contributions to the γ-ray impact
rate in the qubit chip will the the focus of future work.
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