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abstract

Fault-tolerant quantum computation requires high-fidelity control of qubit states. In

superconducting qubits based on Josephson circuits, this is typically achieved via the

application of microwave packets generated by mixing the output of a coherent source with

an intermediate frequency tone generated and shaped using arbitrary waveform generators.

This control style has seen tremendous success, enabling the high-fidelity control of systems

comprising many-tens of qubits. However, as systems now scale towards thousands of

qubits, the overhead microwave hardware and number of necessary connections to the

quantum processor becomes staggering. This will eventually impart a larger-than-practical

heat-load on a state-of-the-art large-scale DR. A perhaps natural co-processor technology

to superconducting qubits is the family of superconducting electronics based on the Rapid

Single Flux Quantum (RSFQ) style of logic circuits, which has been the subject of intense

research for the past 30 years and has matured to the point of enabling the construction of

complex superconducting arithmetic logic units in a variety of flavors of RSFQ technologies.

In this thesis, we present progress towards the integration of superconducting qubits with a

simple circuit from the RSFQ family of digital superconducting electronics. A dc/SFQ pulse

generator circuit is cofabricated on the same chip as a transmon qubit. Inspired by some

early practitioners of nuclear magnetic resonance and their DANTE pulse sequence, we use

single flux quantum pulse trains – flux pulses which are quantized to the superconducting

flux quantum and pulse-to-pulse timings which are set by the qubit precession period – to

drive coherent rotations of the transmon state. We measure the error of our quantum gates

in this control scheme using randomized benchmarking and find gate fidelities around 95%.

We then characterize the loss in our quantum system in the form of quasiparticle poisoning

as a result of operation of the dc/SFQ converter. We conclude with a brief discussion of

straightforward improvements to mitigate the deleterious effects of quasiparticles on the

quantum circuit and discuss the scalability of this technology in the context of Josephson

quantum computing.
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1 introduction

Computing technology has been the benefactor of significant advances since the first reports

of programmable electronic digital computers in the late 1940s into the early 1950s [1].

Indeed, one of the calculations used as a benchmark by Williams in 1948 [2, 3] was simply

the long division of (230-1)/31; their report indicates that their machine took about 1.5

seconds to complete this calculation! At around the same time as this, and spurred by the

need for such a device, the transistor was devised to replace then state-of-the-art vacuum

tubes as supports of computational information [4]; it is this invention which has spurred

the now global effort to squeeze every last ounce of power from classical computational

resources. Since then, transistors have been miniaturized to be impossibly small (reported

many-atom transistors have reached the 1 nm length scale [5]) and classical computational

power has increased at an exponential rate, faithfully following the predictions of Moore [6]

for many decades.

The enormous success of classical computing has enabled the calculation and simulation

of a great many physical systems, both classical and quantum mechanical; in crude terms, if

one is able to write a Hamiltonian which is faithful to the physical system, it in principle can

be simulated by a classical machine. This has been done for several small quantum systems.

However, simulating a large quantum mechanical system on a classical computer can be

enormously difficult even for a modestly-sized machine due to the exponential memory

requirements – where a classical system of N objects can typically be described by O(N)

bits of information, an entangled quantum mechanical system requires an exponentially

harder O(2N) bits. This begs the question: if it is quantum mechanics which we are set

to simulate, why not use a quantum mechanical system to do so? Of course, this is hard;

real-world quantum systems are open to the world which means they can couple to sources

of unwanted influence or dissipation (decoherence). In controlled quantum systems which

exist today, a great deal of care has gone into the engineering of the unavoidable qubit-
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environment coupling while balancing the necessary qubit-control/measurement coupling

required to build an effective quantum machine. So far, there has been a great deal of

success; in the last two decades or so, progress has been fast and vast in the construction

of small-scale quantum bit (qubit) arrays. While the motivator for all of this research

could be inferred from the above – the plain desire to efficiently simulate a quantum

mechanical system [7, 8] – there are also many concrete examples of other tangible uses

for such a quantum computer. These include, for example, the prime factorization of

large composite numbers [9] with applications to cryptography [10], efficient database

searching [11], and the efficient simulation of molecular spectra [12–14] with applications

in quantum chemistry.

In this thesis, we will largely concentrate on a novel form of control of an open quantum

system - the already established superconducting transmon qubit. The details of this will

be covered later, and many of the concerns of many-qubit applications and what one will

actually do once a large-scale quantum processor is constructed will be left to others1. What

follows in this Chapter is a brief introduction to qubits in Sec. 1.1 including a non-exhaustive

overview of some physical qubit implementations being pursued in modern day research

and, in Sec 1.2, a short overview for the rest of this thesis.

1.1 Qubits

1.1.1 Brief Introduction

Maths

A quantum computation comprises a series of quantum logic gates which operate on an

array of many quantum bits (qubits). A qubit is a quantum mechanical system which can
1Indeed, an in-depth discussion and great detail into the applications of a many-qubit system are outside

the scope of this thesis. The inspired reader may be interested in a more rigorous theoretical treatment as
available in, e.g., [15].
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be defined by a wavefunction

|ψ〉 = α|0〉+ β|1〉, (1.1)

1 = |α|2 + |β|2, (1.2)

where α,β are complex probability amplitudes for each of their respective states and their

squares sum to unity. From here, we see that a qubit may exist in a superposition of |0〉

and |1〉 instead of the classical bit which is only a binary 0 or 1. This can be represented on

the Bloch sphere with

α = cos θ
2

(1.3)

β = eiφ sin θ
2

, (1.4)

using polar angle θ and azimuthal angle φ [depicted in Fig. 1.1]. In matrix form, this is

commonly written

|ψ〉 = α

1

0

+ β

0

1

 . (1.5)

A quantum system which can be described by this wavefunction can be used as a qubit.

While this is a necessary element, there are additional constraints on what is required for a

technology to be used in a successful quantum processor [16–18]. It is in this definition in

which a small part of the power of using a qubit to perform computation lies; a single qubit

state is here described by two quantities while the state of a classical bit is described by a

binary option. This scales to N bits of information stored in anN-device classical system

and an exponentially larger 2N bits of classical information stored in an array of N qubits.

There have been many physical implementations of real physical systems which can be

represented (either exactly or in a good approximation) as a quantum two-level system,
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(b)(a)

Figure 1.1: Comparison of possible states for a classical versus a quantum bit. (a) A classical
bit can only be in one of two possible positions: 0 or 1. (b) The state of a qubit can be
written as a superposition of |0〉 and |1〉 and can be fully determined by two quantities: the
polar angle θ and azimuthal angle φ [15].

some of which are briefly described in the next Section.

Quantum gates act on |ψ〉 as unitary operators [19], satisfying, for a gate Û, the relation

Û†Û = Î. An example is the not gate, σ̂x, written

σ̂x =

0 1

1 0

 , (1.6)

σ̂x

α
β

 =

β
α

 . (1.7)

This is one of the Pauli matrices, σ̂a, all of which represent π-rotations about an axis a and

can be written

σ̂a =

 δaz δax − iδay

δax + iδay −δaz

 , (1.8)

where δij is the Kronecker Delta. In the later parts of this thesis, we will describe how we

use our novel control scheme to achieve both σ̂x and σ̂y gates to control a superconducting
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transmon qubit.

Coherence

For a perfect qubit, the system will be prepared in some initial state and it will always be in

that state when measured some time later. However, in order to prepare and measure a real

qubit, there must be some coupling of the qubit to the control and measurement system.

There also exists no such object as a perfect qubit since it must live in the physical world and

thus have some interaction with the environment around it (such as local fluctuations in

an electromagnetic field, nearby impurities, or other fluctuators which the experimentalist

has tried so dashingly to minimize. These coupling provide channels of decoherence, and

thus present one of the largest challenges in the construction of a many-qubit device. It is

for this reason that a variety of error-protection schemes have been devised for a one-day

large-scale processor [20–22] with extensions to a geometry which is readily achievable

using planar superconducting qubit circuits [23], the hardware of choice for this thesis.

1.1.2 Qubit Hardware

There have been several demonstrated physical systems which have acted as qubits and

which fulfill the numerous requirements for a technology to theoretically function as the

same [16–18]. Here, we will provide a nonexhaustive outline of some of these systems and

briefly comment on their characteristics.

Photons

It is difficult to imagine a more physically relevant system for quantum information process-

ing than the photon, making it an attractive topic of intense research. The quantum states

of a photon are encoded by several physical mechanisms including the spectrum, shape,

arrival time, wave vector, and instantaneous position, all of which must be exquisitely

controlled to limit the available Hilbert space to a two-level system [24–26]. One of the
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primary difficulties of using photons as qubits is the reliable creation of single-photons

with such well-engineered parameters [27]. This has spurred many technological advances

including “ultra-bright” sources for polarized photons pairs [28, 29] and in modern times

other schemes have been introduced which simultaneously use three degrees of freedom

in photons to support qubit-like states, including up to 18-qubit entanglement using just

six photons [30].

Neutral Atoms

There have been several qubit realizations using the natural energy level splittings within

the electronic structure of atoms, with notable progress in using using some of the heavy

alkalis like Rb and Cs [31–33]. Here, the two-level system of interest is defined by Nature;

for identical atoms, the transitions are identical in splitting (the qubit frequency of one

atom will be the same for its neighbor, and so on). This has been hailed as a great boon

to neutral atom (and, similarly, trapped-ion) qubits since it significantly simplifies the

manufacturing of a qubit array control system as compared to systems of synthetic atoms

(read below: Quantum Dots and Josephson Circuits) regardless of the question of being

able to individually address qubits without addressing their neighbors [34]. There have

been demonstrations of implementing quantum gates and benchmarking them in a 7 × 7

2D lattice of single Cs atom qubits with high-fidelity [35, 36].

Quantum Dots

One of the signature physical objects which by itself exhibits quantum mechanical behavior

is the electron; most of the complexity aside, the field of quantum dots for quantum

information processing relies on using the spin of either a single electron or even a single

nucleus as a qubit [37, 38]. With the size of the physical implementations being on the

atomic scale, there is an enormous modern effort to build solid state qubits out of these

devices with the goal being to scale them in a fashion quite similar to the transistor and
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Moore’s law [6] in classical computing. A great deal of progress has been made in high-

fidelity gate operations in silicon based qubit systems [39–41], and there are many more

architectures out there based in silicon which each has advantages and disadvantages and

have been the subject of intense research in the past two decades [38].

Josephson Circuits

While the previously described implementations of qubits have relied on systems which

are inherently quantum mechanical insofar as what physics must be used to fully describe

their interactions, the field of Josephson quantum computing relies on micro- and nano-

fabricated circuits comprising millions of superconducting atoms which together can be

engineered to act as single “artificial atoms [42–45].” These, in turn, can be individually

addressed and measured using relatively straightforward methods which are mostly de-

rived from their atomic counterparts. As will be outlined in much greater detail in Sec.2.2,

Josephson computing has made rapid progress in the past two decades, and there are now

schemes to come up with a test that will show that near-term devices can indeed perform

certain calculations which are intractable for typicall classical simulators [46]. It is within

this hardware paradigm in which the work in this thesis is firmly situated.

1.2 Thesis Overview

The remainder of this thesis is organized as follows: Chapter 2 provides an outline for a

choice selection of superconducting devices and their properties as they are relevant to

this work. This will include introducing the Josephson junction as a powerful nonlinear

inductor and how it fits into the scope of both quantum and classical logic superconducting

computing devices. Then, in Chapter 3, we will introduce circuit quantum electrodynamics

(cQED), a powerful toolbox used to design, measure, and analyze superconducting quan-

tum circuits. One necessary element of an effective measurement chain when it comes to
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superconducting qubits is the (at least near-) quantum-limited amplifier. One such flavor of

this amplifier is the superconducting low-inductance undulatory galvanometer (SLUG) am-

plifier, and some of its useful properties as an amplifier in the context of qubit measurement

will be described therein as well. Later, in Chapter 4, a hybrid device will be introduced in

which a superconducting qubit is cofabricated on the same chip as a superconducting logic

circuit for the purposes of coherent quantum control. The considerations and challenges

related to such an integration are discussed and ultimately the performance of the control

circuit is fully characterized. Finally, in Chapter 5, we conclude by summarizing this thesis

and providing a brief outlook of some reasonable next steps for the integration of quantum

and classical superconducting devices.
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2 superconductive devices

Following the discovery of superconductivity of Hg in liquid helium (LHe) by Onnes in

1911 [47, 48] and the successful theoretical treatment of microscopic superconductivity

by Bardeen, Cooper, and Schrieffer (BCS) in 1957 [49], a great wealth of research has

been done insofar as what sorts of devices can be constructed which take advantage of

the superconductive phenomenon. In this Chapter, we present a rather non-exhaustive

overview of select low-temperature superconducting devices as well as their physical

properties as they are relevant to this work. Here, we will not go into great detail on the

nuances of neither superconductivity nor the effect of magnetic fields on superconductors

or superconductive devices in favor of highlighting the ideas and facets of the technologies

as they are contextually relevant for this work. Assuming the reader’s interest, the author

suggests Tinkham’s introductory text on superconductivity [50] for the uninitiated with

follow-up texts specializing on the Josephson effect by Barone [51] and Likharev [52] for

the advanced reader.

This Chapter is divided as follows: Section 2.1 introduces the workhorse device of

most superconducting devices, the Josephson junction (JJ). Then, in Section 2.2, we give

an overview of quantum devices based on superconducting devices, and, most notably,

JJs. In Section 2.3, we provide a brief overview of the state of modern superconducting

electronics. Finally, in Section 2.4, we summarize this Chapter and help place it firmly in

the context of superconducting quantum information processing.

2.1 Josephson Junctions

The workhorse device in the modern-day field of superconducting devices is without doubt

the JJ [54, 55] – a device composed of two superconducting wires interrupted by a weak

link. If the mitochondrion is the “Powerhouse of the [living] cell” [56], then the JJ is the

“Powerhouse of superconductive devices.” Whether one is interested in the construction
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Figure 2.1: (a) JJ block diagram of two superconductors (blue), each with respective
superconducting wavefunction Ψi and phase θi, interrupted by a weak link (grey). The
phase difference between the two superconductors across the weak link is defined as
δ ≡ θ2 − θ1. (b) Circuit representation of the above JJ with critical current I0 and self-
capacitance CJ (an obvious addition given the geometry above). (c) SEM image of an
overlap-style Al/AlOx/Al JJ fabricated using a standard Dolan bridge process [53] in an
electron-beam lithography tool followed by double-angle evaporation of Al electrodes. This
technology is useful for achieving low critical current densities (Jc ≈ 10 A/cm2) appropriate
for modern qubit devices. (d) SEM image of a via-style JJ fabricated by interleaving two
superconducting Nb layers with a thin AlOx barrier. (top) Top-down view of the device.
(bottom)Cross-section showing the layer stack. Here, blue is Nb, orange is SiOx, and
the thin black line between the two upper Nb layers is a ∼nm-thick AlOx barrier. This
technology is useful for achieving high Jc (& 10 kA/cm2), which is typical in modern SCE
circuitry.

of quantum or classical superconducting circuitry, the JJ is ubiquitous due to its wide

variety of use cases and constructions. In this Section, we will provide a brief outline of

the dynamics of a single JJ in a few situations to serve as groundwork for the following

Sections of this Chapter.
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2.1.1 Josephson Relations

JJs are constructed by interleaving two superconducting materials with a weak link. The

materials used for the superconductors and weak links largely have an impact on the

fabrication needs of a specific technology while not having a significant impact on the

mathematical treatment of the JJ. Josephson’s theoretical work showed two specific relations

for these devices: that the current through such a device and the voltage across it could be

described by

I (δ) = Ic sin (δ) (2.1)

V (δ) =
Φ0

2π
dδ

dt
, (2.2)

respectively, where δ is the phase difference of the superconducting wavefunction on either

side of the JJ [shown diagramatically in Fig. 2.1(a)] and Φ0 ≡ h/2e is the magnetic flux

quantum. The Josephson effect was first experimentally verified by Anderson [57] after

which a number of different constructions including those using an insulator between

the two superconductors (so-called Superconductor-Insulator-Superconductor, or SIS),

a normal metal (SNS), or simply a narrow constriction of the superconducting material

(SsS) – all of which obey the above relations irrespective of which construction is employed.

Differentiating Eq. (2.1) and substituting Eq. (2.2) for dδ/dt, one finds

V (δ) =
Φ0

2πI0 cos δ
dI

dt
, (2.3)

or a voltage drop with a linear dependence on dI/dt, implying that the pre-factor here is

an inductance

LJ (δ) =
Φ0

2πI0 cos δ
≡ LJ0

cos δ
, (2.4)
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the so-called Josephson inductance. This makes the JJ a dissipation-free nonlinear inductor,

which are the key aspects of the device in its use in superconducting qubits as well as in

large-scale SCE components.

2.1.2 Josephson Energy

Since the JJ can be described as an inductor, it is then straightforward to imagine that

the JJ is capable of storing energy. This energy is found by integrating the product of

Eqs. (2.1,2.2):

UJ =

∫
I (δ)V (δ)dt

=
I0Φ0

2π

∫
sin (δ)

dδ

dt
dt

= −
I0Φ0

2π
cos δ ≡ −EJ cos δ, (2.5)

where EJ is defined as the Josephson energy and the integration constant has been ignored

since it will only contribute to a global offset and not the dynamics of the circuit. Coupling

Eq. (2.5) with Fig. 2.1(b), we can now write an effective Hamiltonian for a single JJ as

HJ = EC +UJ, (2.6)

where EC is the charging energy of the capacitor shunting the JJ. Substituting in the circuit

quantities, the Hamiltonian becomes

ĤJ =
Q̂2

2CJ
− EJ cos δ̂ = 4ECn̂2 − EJ cos δ̂, (2.7)

where the charge Q on the capacitor CJ and the phase difference δ across the JJ have both

been promoted to quantum mechanical operators, n̂ = Q̂/2e is the operator for the number

of Cooper-pairs on the positive side of the JJ, and EC = e2/2CJ is the charging energy of
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CJ. Here, n̂ and δ̂ obey the canonical commutation relation

[
δ̂, n̂
]
= i, (2.8)

Now, a slightly more interesting circuit is the current-biased JJ as shown in Fig. 2.2(a). This

modifies the JJ potential energy to the form

UJ =

∫
I (δ)V (δ)dt = −EJ (cos δ+ δIb/I0) , (2.9)

where Ib is the JJ bias current. This potential energy provides one of the most clear methods

through which the dynamics of a JJ can be understood. In Fig. 2.2(a), we plot Eq. (2.9),

known as the “tilted washboard potential,” for three different values of i ≡ Ib/I0 and

we superpose a so-called “phase particle” (black circle) atop two of the lines (i = {0.5, 1})

to illustrate potential dynamics of δ. Using this illustration, it is plain to see that for a

sufficiently small kinetic energy of the phase particle, it can become trapped in a well of

U(δ) and simply slosh back and forth. However, once Ib > I0, the wells of the potential

no longer have a local minima into which the phase particle may settle, and instead it will

continue to free-evolve1.

2.1.3 Over- vs. Under-damped JJs (The RCSJ Model)

A shunt resistor in parallel with a JJ [depicted in Fig. 2.2(b)] will induce different JJ dynamics

with regard to the aforementioned phase particle on a tilted washboard; these dynamics

are well described by the Resistor and Capacitor Shunted Junction (RCSJ) model [59, 60].
1The author suggests [58] for more perspective on this analogy.
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Figure 2.2: (a) (circuit) Simple current-biased JJ with the JJ self-capacitance for complete-
ness. (plot) The potential energy UJ of the JJ for different bias currents as prescribed by
Eq. (2.9). Here, the fictitious phase particle is drawn in black rolling along the ib = {0.5, 1}
curves; using this analogy, it is simple to see that there are local minima in which the phase
particle can become trapped so long as ib < 1 with the alternate being a phase particle in
free fall, resulting in a continuous evolution of δ. (b) (circuit) A resistively and capacitively
shunted JJ (RCSJ) including a voltmeter V to monitor the response of the circuit to changing
bias Ib. (left plot) Sample IV curve from an unshunted JJ (Rs → ∞). Here, the critical
current is I0 ∼ 30 µA, retrapping current Ir ∼ 3µA and the superconducting gap of the
JJ is 2∆ ∼ 2.9 meV, ∼ 3% lower than bulk Nb. (right plot) Over-damped JJ shunted by a
resistance Rs = 3.3 Ω with critical current I0 ≈ 48 µA. Here, we see the voltage response is
single-valued for all current bias space.

Current conservation for such a circuit gives

Ib = IJ + IC + IR (2.10)

= I0 sin δ+ CJ
dV

dt
+
V

Rs
, (2.11)

where Rs is the shunt resistance and V is the voltage across the JJ. Here, we are ignoring the

non-zero thermal noise provided by R at finite temperature. Using Eq. (2.2), dimensionless
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time τ = 2πI0Rst/Φ0, and dimensionless current i = I/I0, one re-writes this as

βCδ̈ = ib − sin δ− δ̇, (2.12)

where βC = 2πI0CJR2
s/Φ0 is known as the Stewart-McCumber damping parameter [59, 60]

and governs the latching dynamics of the circuit. Perhaps more naturally, it is written

as a ratio of the RC time constant to the competing L/R time constant provided by the

Josephson inductance Eq. (2.4)

βC
def
=
τRC

τJ
=
RsCJ

LJ0/Rs
=

RsC

(Φ0/2πI0)/Rs
=

2π
Φ0
I0CJR

2
s. (2.13)

This provides an avenue for a qualitative understanding of βC: if βC > 1, then the charac-

teristic trapping time of the RsCJ tank circuit is slower than that of the competing LJ/Rs

time – this implies that the RL oscillator dynamics will dominate, and since the L is rep-

resentative of the JJ, this will cause the phase particle in Fig. 2.2(a) to evolve unchecked

for sufficiently steep slopes even if Ib/I0 < 1. This is called the “latched” state, in which a

single 2π evolution of δ will result in many more 2π oscillations until the slope of the tilt is

significantly reduced; this will “retrap” the phase particle into one of the potential wells.

Conversely, if βC < 1, the RsCJ circuit clocks in faster than the inductive JJ, dominating the

dynamics when Ib < I0. Here, it is possible to induce a single 2π phase evolution of our

fictitious particle in Fig. 2.2(a) by dynamically modulating Ib to (or slightly above) I0 for a

very brief amount of time after which the JJ returns to the supercurrent state.

An experiment one may perform to ascertain whether or not a JJ is over- or under-

damped is described as follows [using the circuit in Fig. 2.2(b)]:

1. Connect a JJ with parallel resistor to a variable current source Ib and monitor the

voltage V across the JJ

2. Sweep Ib up from zero while monitoring the voltage across the JJ until a large step
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appears at I0 followed by a resistive segment

3. Sweep Ib back down to zero, and plot the two directions together; a JJ with single-

valued (multi-valued) voltage responses for similar values of Ib is over-damped with

βC < 1 (under-damped with βC > 1). In the multi-valued case, the current at which

the voltage drops back down to zero is called the retrapping current Ir.

Sample data from such an experiment for both the over- and under-damped case is shown

in Fig. 2.2(b).

2.1.4 Superconducting QUantum Interference Devices (SQUIDs)

Up to this point, a rather glaring omission has been made in the discussion of JJs: the effect

of a magnetic field on a JJ circuit. A hallmark device one is able to construct using JJs is a

superconducting quantum interference device (SQUID). There are two flavors of SQUID:

the rf SQUID comprising a single JJ interrupting an inductor loop and the dc SQUID

comprising an inductor loop which is interrupted by two JJs in parallel. Replacing the

single JJ of Fig. 2.2(a) with two JJs in parallel, each with critical current I0/2, does nothing

to change the expected dynamics of the circuit. However, in the presence of an external

magnetic flux Φe, or if the two JJ critical currents are non-equal, special considerations

must be made. The current through the two JJ loop would then be written (ignoring the JJ

capacitance)

Ib =
∑
n

I0,n sin δn = I0,1 sin δ1 + I0,2 sin δ2, (2.14)

where the continuity of the superconducting wavefunction in the loop stipulates that the

two JJ phases are related by

δ2 − δ1 = 2π Φ
Φ0

(2.15)
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where Φ is the total flux through the loop comprising the two parallel JJs and can be

written as Φ = Φe + LIl in which Il = (I2 − I1)/2 is the circulating current in the JJ loop

of inductance L. Using this, and assuming I0,1 = I0,2 ≡ I0, the dc SQUID overall critical

current is modulated by

Ic (Φe) = 2I0 cos
(
πΦe

Φ0

)
, (2.16)

implying immediately that the dc SQUID is useful as a magnetometer with exceedingly

high sensitivity [50, 51].

dc SQUID Hamiltonian

The Hamiltonian of a dc SQUID comprising two JJs, when considering only the Josephson

energies, can be written as

HJ = UJ1 +UJ2

= −EJ1 cos δ1 − EJ2 cos δ2, (2.17)

where δ1, δ2 are constrained by Eq. (2.15). Defining an effective phase δ = (δ1 + δ2)/2 and

Josephson energy EJΣ = EJ1 + EJ2, the Hamiltonian becomes

ĤJ = −EJΣ cos
(
πΦ

Φ0

)√
1 + d2 tan2

(
πΦ

Φ0

)
cos
(
δ̂− δ0

)
, (2.18)

where d ≡ (I2 − I1)/(I2 + I1) is a term representing the asymmetry of the two JJs in the

loop and tan δ0 = d tan(πΦ/Φ0) is a term which can be discarded by a variable change

for a constant fluxΦ. This means that the results of the above section concerning single

JJ circuits can still be applied to an asymmetric dc SQUID circuit so long as the flux is
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constant by replacing the JJ energy with [61]

EJ → EJΣ cos
(
πΦ

Φ0

)√
1 + d2 tan2

(
πΦ

Φ0

)
. (2.19)

This expression is useful when considering the energy levels of superconducting qubits

which employ a dc SQUID (e.g. the split transmon, which is the style of device employed

for the work covered in Chapter 4).

2.2 Superconducting Qubits

Given that a JJ is a dissipationless nonlinear circuit element, it follows that a variety of

interesting devices which may be treated quantum mechanically can be constructed using

it along with other dissipationless items such as inductors and capacitors. One of the most

important requirements for a qubit is that the transition between the two states being used

as the computational manifold is able to be addressable without exciting the system to an

undesired level (this is alluded to in Sec. 1.1.1). It is for this reason that a quantum harmonic

oscillator (QHO) is a poor choice as the level spacings between transitions are all degenerate

in energy. However, if one is able to introduce a nonlinearity into the potential, the oscillator

may become anharmonic (i.e., E21 6= E10), implying that the ground and first excited state

of the oscillator may be treated to first order as a two-level system; it is convenient in many

ways to use a JJ as this nonlinearity in superconducting quantum circuits. What follows in

this Section is a brief overview of some traditional superconducting qubit circuits based on

JJs and some of their respective properties, advantages, and shortfalls, with special care

taken in Sec. 2.2.4 in discussing the transmon since it was the flavor of qubit used for the

work in this thesis. While enough detail for the other flavors of qubits will be shown to

provide context for this work, the advanced reader will be interested in reading some of the

wealth of literature resulting from the last 20 years of research of these devices and their

properties, which has been reviewed from time to time since the early 2000’s [42–45, 62–64].
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Figure 2.3: (a) Circuit for a basic CPB with single bias voltage Vg. The “box” – or island – is
highlighted in blue. The voltage across the JJ is written as V = 2πδ̇/Φ0 ≡ φ̇. (b) Micrograph
of the first CPB which was coherently manipulated by electrical signals. Here, the CPB
island is connected to a reservoir by two JJs in parallel and is capacitively control by both a
dc gate (Vg) and a rf pulse gate for coherent control. The state of the CPB is measured using
a probe JJ. Image direct from [65]. (c) Simplified circuit diagram for a simple current-biased
phase qubit. The potential energy landscape for this circuit is described by Eq. (2.9) and
shown in Fig. 2.2(a). (d) Micrograph of a relatively modern phase qubit device with various
additional circuit elements labeled. Here, the phase qubit is shunted by an explicit capacitor
and measured via SQUID readout. Image direct from [66]. (e) Circuit diagram for a simple
flux qubit wherein a three JJ SQUID is biased byΦb =MIb. (f) SEM micrograph of the first
flux qubit in which coherent operations were performed and measured. The qubit circuit
comprises the loop on right right while the loop on the left constitutes the measurement
circuit for this particular device. Image direct from [67].

Here, we will readily make use of circuit quantum electrodynamics nomenclature, a brief

introduction to which is presented later, in Section 3.1.

2.2.1 Cooper-pair box

The Cooper-pair box (CPB) [68] (also known as a charge qubit) was the first solid-state

device in which a macroscopic quantum state was coherently manipulated using electrical

signals2 [65]. In this style of qubit, the “macroscopic” degree of freedom which is to
2In the year prior to Nakamura’s 1999 work in coherently manipulating the state of a CPB [65], another

successful effort resulted in the coherent manipulation of a solid-state quantum dot device using optical
excitations instead of electrical signals [69].
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be coherently manipulated is the number of excess Cooper-pairs n which reside on a

superconducting metal island which is connected to a Cooper-pair bath via a JJ [depicted

in Fig. 2.3(a)]. The charging energy of the island is similar to before

EC =
e2

2CΣ
(2.20)

except now the total island capacitance includes both the gate capacitor Cg as well as the JJ

self-capacitance CJ as CΣ = Cg + CJ. The JJ energy remains unchanged, but there is now

an additional term to the kinetic and potential energy due to Cg, making the Hamiltonian

HCPB = Qφ̇− (T −U) = Qφ̇−

Cgφ̇2

2
+
CJφ̇

2

2︸ ︷︷ ︸
kinetic

−

[
−EJ cos 2πφ

Φ0
+ VgQg

]
︸ ︷︷ ︸

potential

 . (2.21)

Using the conjugate momentumQ = ∂L/∂φ̇, the total capacitance CΣ = Cg +CJ, defining

the charge Qg = (−φ̇)VgCg, and elevating Q and δ to operators, this is written in a simple

form

ĤCPB =

(
Q̂− CgVg

)2

2CΣ
+ EJ cos δ̂. (2.22)

Through a change of basis, this can be written in a more convenient form. The ingredients

needed are: define a number operator n̂ = Q̂/2e representing the number of Cooper-pairs

on the island, ng = CgVg/2e for the bias circuit, and also that the cos δ̂ term for the JJ

coupling energy can be re-written using the relationship e±iδ̂|n〉 = |n± 1〉. We can now

re-write Eq. (2.22) in matrix form as [68]

ĤCPB =
∑
n

[
4EC (n− ng)

2
|n〉〈n|− EJ

2
(|n+ 1〉〈n|+ |n− 1〉〈n|)

]
. (2.23)
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For typical qubits of this style, it is generally a goal to make devices satisfying EC � EJ

such that the system is very sensitive to small differences in n̂. However, while this was

required such that the system could be controlled, it made the device impractical for large-

scale systems due to both charge noise and quasiparticle (unbound electrons/holes in

the superconductor) tunneling to/from the island causing system instabilities and fast

decoherence. As far as the author is aware, no major efforts at present are attempting to

further advance CPB technology.

2.2.2 Phase qubit

One design that was hailed for its simplicity in the early days of superconducting qubits was

the current-biased phase qubit, which saw its first coherent oscillations in devices tested in

the early 2000s [70, 71]. This device has been already described in Sec. 2.1.2 wherein it is

shown that the Hamiltonian of the circuit can be written such that the potential energy of

the circuit includes wells which tilt according to a dc bias current, allowing the states of

the wells to be tuned into operable regimes. The energy structure in the wells is not purely

quadratic, giving rise to an anharmonic structure [i.e., E21 6= E10; depicted in Fig. 2.2(c)]

between energy levels which is tunable via adjusting Ib.

In the early tests, qubit frequencies tested were around 2-7 GHz [58, 71] with coherence

times in the 20 ns range [71]. In the years that followed, it was shown the the most major

sources of decoherence in these devices was due to the use of lossy dielectrics – initial

devices used SiNx while state-of-the-art used hydrogenated amorphous silicon (a-Si:H) –

as well as two-level fluctuators which naturally existed in the AlOx barrier of the JJs used

in these devices – the overall size of the JJ was reduced here to in turn reduce the number

of these fluctuators and the qubit frequency was then tuned away from the remaining

fluctuators to obtain optimal performance. However, even with all of these updates to

design and fabrication considerations, the state-of-the-art phase qubit coherence times

remained ∼ 1 µs [66], making future technologies with longer coherence times more
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attractive from a computational depth potential point of view.

2.2.3 Flux qubit

The persistent-current flux qubit was first examined in the late 1990s [72, 73] with super-

postiion observations [74] and coherent operations [67] first taking place in devices tested

in the early 2000s. Here, circuits are designed such that the quantum variable of interest is

the direction of flux (current) through (around) a three-JJ SQUID loop3, a sample schematic

of which is drawn in Fig. 2.3(e).

One of the biggest drawbacks of the traditional flux qubit is its sensitivity noise in

this channel of control, and in particular the ubiquitous 1/f flux noise which has been

observed in superconducting devices without full explanation since the 1980s4 [76, 77].

However, in recent years progress has been realized in using a capacitively-shunted flux

qubit [78] with a modern fabrication process (reducing additional lossy dielectrics and

using high quality materials) resulting in coherence times around 50 µs. While this is a

major improvement from early devices, these qubits are still dominated by flux noise as a

source of decoherence [78].

2.2.4 Transmon

The transmon qubit, or the transmission-line shunted plasma oscillation qubit, is in principle

designed to function similarly to the previously described CPB, but with exponentially

lower sensitivity to charge noise on the drive line and is also designed to be embedded

into a microwave environment (planar or 3D) which is engineered such that noise at the

qubit transition frequency ω10 is suppressed [61]. Both of these effects, coupled with other

advances in materials research and fabrication advances, have had a dramatic effect on
3One of the reasons that three JJs are in use here instead of one is to add more inductance to the loop

while also keeping the loop size small [64].
4It is worth note here that recent work has shown a potential explanation of this noise in surface adsorbed

O2 onto the superconducting circuits under test [75].
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qubit coherence in the transmon regime where the relationship between EJ and EC is

typically EJ/EC ∼ 50, meaning that the JJ coupling energy dominates the dynamics of the

system (and thus δ̂ is a good quantum variable while n̂ has minimal effect). One can take

the Hamiltonian from Eq. (2.7) and assume small δ to expand the cosine term to fourth

order

Ĥ = 4ECn̂2 − EJ cos δ̂ ≈ 4ECn̂2 +
EJ

2
δ̂2︸ ︷︷ ︸

HO

−
EJ

4!
δ̂4, (2.24)

where the harmonic oscillator (HO) term is perturbed by the quartic term of the cosine

expansion. Using perturbation theory, one extracts energy transition frequencies

Em+1 − Em =  hωm+1,m '
√

8EJEC − EC(m+ 1), (2.25)

giving the lowest two energy splittings as

 hω10 '
√

8EJEC − EC, (2.26)

 hω21 '
√

8EJEC − 2EC, (2.27)

showing that the anharmonicity of these two transitions is

α = ω21 −ω10 ' −EC/ h, (2.28)

making it a parameter which is tunable by changing the geometric capacitance shunting

the JJ in this circuit [61]. Typical device parameters for modern transmon qubits include

fundamental transition frequencies near ω10 ∼ 5 GHz, anharmonicities around α/2π ∼

200− 400 MHz, and exhibit coherence times approaching 100 µs5 enabling the construction
5As is outlined in much of the cited material on this topic, a cause for the explosion in coherence is the

use of fabrication processes with careful attention to the use of lossy dielectrics; they are either minimized or
completely absent in modern devices. A sample processing flow will be described in detail in Chapter 4.
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and operation of modestly complex circuits [44, 45, 64].

2.3 Superconducting Electronics

The field of superconducting classical electronics (SCE) relies heavily on JJs as their primary

active element6. SCE as a field of study has a long history dating back to the late 1960s with

the first demonstration of a flip-flop circuit employing a JJ [80] inspiring visions and devices

for potential large-scale integration (LSI) showing up as early as 1980 [81]. An explosion of

activity kicked off in the early 1990s after the seminal work describing a technology family

which addressed the shortcomings of prior SCE devices and increased clock speeds to the

order of 100 GHz using relatively simple building blocks [82–84]. Since then, the field has

spawned new technologies for superconducting logic circuits, all of which rely on JJs as

their primary building blocks.

In this Section, we aim to provide a topical introduction to SCE devices based on JJs

without diving into all possible details. While in Section 2.1, we primarily treated the JJ

for its quantum mechanical properties, we will now utilize the JJ in circuits which are

ultimately treated as classical logic gates. Here, we will provide detail where it is relevant

for the context of this thesis and more broadly overview the more advanced topics of SCE

to whet the reader’s appetite for further delving into this massively-researched field.

2.3.1 Superconducting Flux Quanta as Classical Bits

The basic act of data transfer in typical superconducting logic circuits is accomplished via

the shuttling around of flux pulses which propagate in time from point to point while
However, it is worth noting that even with modern fabrication processes, qubit-environment coupling remains
a dynamic issue which requires careful attention and calibration in larger-scale systems [79].

6The transistor is to CMOS as the JJ is to SCE.
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Figure 2.4: (a) Depiction of a typical SFQ flux pulse wherein the area under the curve is
quantized to Φ0 = 2.068 mV× ps = 2.068 mA× pH. The width of this pulse is given by
the L/R time constant of the JJ/resistor circuit which for typical parameters is on the order
of ∼ 1 ps. (b) Sample Josephson transmission line (JTL) circuit at a point in time wherein
the first and third JTL cell contain a flux quantum, making the “binary” representation
of this circuit “101.” Each clock cycle of this circuit (the action during the next cycle is
drawn with a green dashed-line) will cause the binary code to advance one cell to the right;
assuming no incident pulse from the lab, the new binary code will be “010.” (dashed-line
box) The ith JTL unit cell, each of which comprises an overdamped JJ (shunt elements not
drawn) with critical current I0,i, inductor Li, and bias source Ib,i. Here, Ib,i ≈ 0.7I0,i and
LiI0,i ∼ Φ0/2 (see main text). (c) Voltage traces for the Vi nodes identified in the previous
panel. The circuit is temporally binned with t0 representing the initial state of the circuit;
the trace in each time bin represents the classical state of the circuit during that clock cycle,
where the clock frequency here isωclk = 2π/(tn+1 − tn).

maintaining a time integral governed by the second Josephson relation Eq. (2.2)

∫
one

pulse
V(t)dt =

Φ0

2π

∫δ0+2π

δ0

dδ

dt
dt = Φ0 = 2.068 mV× ps = 2.068 mA× pH, (2.29)

the superconducting flux quantum (SFQ). A sample curve of such a pulse is drawn in

Fig 2.4(a). Shuttling bits from one part of a circuit to another in so-called rapid SFQ (RSFQ)

circuits is typically done either with superconducting passive transmission line (PTL)

– typically a microstrip geometry [85, 86] – or with a Josephson transmission line (JTL)

comprising serial inductors and parallel JJs through which SFQ pulses propagate [depicted

in Figs. 2.4(b),2.4(c)]. Typical parameters of the JTL include biasing individual JJs near their

critical current Ib,i ' 0.7I0,i and constraining the cell inductance by LiI0,i ' Φ0/2 [83, 84].

Using these inductor/JJ combinations as building blocks, one can establish a complete

classical logic gate set – following deMorgan’s theorem – by showing that both not and
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either and or or operations can be defined. This was first shown in RSFQ circuits in the

early 1990s [87, 88], paving the way for the multitude of circuit design and research that

has taken place since.

2.3.2 Modern SCE

Since the early 1990s with the advent of RSFQ technology [84] which relied heavily on

resistor networks for distributed bias currents throughout the circuit chip, other technolo-

gies have been devised with different advantages and drawbacks. Here, we will briefly

outline a select few of them and provide an overview as to the differences between the

variants. For the advanced reader, the author recommends a more detailed overview of

these technologies plus others that will not be covered here [89].

Energy-efficient RSFQ

The primary difference between traditional RSFQ and ERSFQ is the bias network. Whereas

in traditional RSFQ resistor networks are used to distribute bias current, in ERSFQ vari-

ants these networks are replaced by combinations of JJs and inductors. This leads to a

background power dissipation which is substantially lower than RSFQ [90]. Due to all of

the extra JJ dynamics in the circuit from the bias JJ network, special care must be taken

when evolving the phase of the logic elements since there is now phase dynamics in the

bias to account for which was not present when using simple resistors [89]. For the most

part, however, the circuit is operated in a very similar fashion to RSFQ circuit counterparts

with the difference that there are approximately 30 − 40% more JJs required for proper

operation [91]. Some of the earlier devices tested using this new scheme were shown to

correctly operate up to 67 GHz.
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Reciprocal Quantum Logic

A variant of superconducting logic circuit which replaces dc bias sources with an ac bias

(similar to the quantum flux parametron technology [92–95]that also acts as the circuit

clock is the reciprocal quantum logic (RQL) circuit family [96]. Here, devices are comprised

of JJ/inductor networks for both biasing and operation and data bits are transmitted as

fluxon-antifluxon pairs (i.e., instead of a single positive fluxon constituting a logical 1 as in

Fig. 2.4(a), here a logical 1 is a positive-negative pulse pair). Tested circuits are shown to

operate correctly and with very low bit-error-rates up to 12 GHz.

2.4 Summary

In this Chapter, we have briefly described several technologies which are powered by JJs

in various configurations. Ever since Josephson’s prediction about JJ dynamics in 1962, a

vast wealth of research has been done in using these non-dissipative, non-linear devices in

a variety of superconducting circuits. In the late 1980s, a major leap forward was made

with the invention of RSFQ circuits which are able to compute and transmit data at speeds

which are at least a factor of 20 faster than typical modern computer processors today. We

briefly described this technology and provided several avenues of further reading for the

interested reader.

Along with the classical logic circuitry enabled by JJs, over the past 20 years, the field

of superconducting quantum information processing (sQIP) has benefited greatly from

the careful use of JJs as nonlinear inductors in slightly anharmonic oscillator potentials

wherein the bottom two energy levels serve as a quantum computational manifold. Here,

JJs are embedded in circuits which are carefully engineered to protect the coherence of the

quantum state, taking into the consideration not only the coupling to the outside world

but also the materials and fabrication required to create such devices. We have laid out a

short introduction to some styles of superconducting qubits that have been studied and
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described some of their properties.

These two technologies – superconducting classical and quantum circuits – each are

topics of intense research today, and this thesis represents one work which requires the use

of both. While in this Chapter we have introduced basic elements of the two in a separate

fashion, Chapter 4 will be an overview of a successful combination of the two technologies

into one operable device in which the classical SFQ circuit is used as a controller for the

quantum transmon qubit. This work represents a major step towards the tight integration

of the two technologies, the potential benefits of which are outlined with the presented

results.
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3 cqed & josephson amplifiers

The toolbox known as circuit quantum electrodynamics (cQED; based on much of the same

ideas and reasonings as cavity QED; see, e.g., [97, 98]) has been reported on many times since

its inception in the mid-2000s including rigorous theoretical and numerical studies [61, 99]

as well as several advances on the practical design, fabrication, and measurement of

quantum circuits [100–102]. There have also been some very practical and encyclopedic

summaries overviewing the quantum nature of electrical circuits [103] as well as cQED

from a first-principles point of view [104]. That being said, while the primary works in this

thesis rely on the past progress of previous and current practitioners of cQED, the author

does not make any claim to have furthered cQED itself.

In this Chapter, we will briefly outline cQED as it is relevant for the context of this

thesis. In Section 3.1, a brief overview of the tools born out of cQED as they are useful

for full understanding of this work is provided, most notably including details about the

control and measurement of quantum states of transmon qubits (see Sec. 2.2.4) in the cQED

framework [61]. Then, in Section 3.2, we will briefly outline the need for high-gain, low

noise amplifiers when considering the measurement aspect of a practical qubit system.

This will include a brief overview of both the historical and modern landscape of near-

quantum-limited amplifiers used to perform qubit state measurement in superconducting

qubit architectures, and in particular will focus on the superconducting low-inductance

undulatory galvanometer (SLUG) amplifier; a detailed SLUG device description will be

provided as well as details about modeling, fabrication, and circuit characterization is

included. Finally, we will summarize the Chapter in Section 3.3.
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3.1 cQED: a brief overview

3.1.1 LC Oscillator

One of the most simple circuits to use as a diving board into the sea of more complex cQED

circuits is the parallel LC tank resonator. Here, an inductor Lr is in parallel with a capacitor

Cr, drawn in Fig. 3.1(a). Here, for reasons that will become clear later when we introduce a

JJ into the circuit, we will use the node flux in similar fashion to [104], defining it

φ(t) =

∫ t
V(τ)dτ, (3.1)

implying that

V(t) = φ̇. (3.2)

A physical understanding of φ comes when considering the voltage across the inductor,

which is V(t) = Lrİ, where I is the current through the device. With Eqs. (3.1,3.2), this

immediately implies thatφ is simply the flux threading the inductor coil. Hence, the energy

stored in the inductor can be written

UL =
1
2
I2Lr =

(ILr)
2

2Lr
=

1
2Lr

φ2; (3.3)

similarly, since we know the voltage across the capacitorCr we can write the energy related

to it as

UC =
1
2
CrV

2 =
Cr

2
φ̇2. (3.4)
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Figure 3.1: Relevant cQED circuits. (a) An LC tank circuit with denoted branch flux φ.
(b) A transmon (Sec. 2.2.4) coupled to an LC tank circuit by a capacitor Cg. (c) Single-
sideband signal generation setup with the ability to modulate both the amplitude and
phase of the resulting signal.

The two expressions for UC and UL look like the kinetic and potential, respectively, energy

terms of a Lagrangian system with coordinate φ written like

L = T −U =
Cr

2
φ̇2 −

1
2Lr

φ2 (3.5)

with conjugate momentum

p =
∂L

∂φ̇
= Crφ̇ = CrV = q. (3.6)

Running this through Euler-Lagrange, we can immediately see this resonance as

φ̈ = −
1

LrCr
φ ≡ −ω2

rφ, (3.7)

where a natural resonance frequency of the cavityωr has become apparent. However this

isn’t the most useful way for us to view the dynamics of this system. Instead, we’ll make a

change of variables using Eq. (3.6) and write the Hamiltonian

HLC = q
∂L

∂φ̇
− L =

q2

2Cr
+
φ2

2Lr
, (3.8)
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the familiar form of the quantum harmonic oscillator (QHO). Now, we will elevate the

charge and flux to their operator representations, q̂ an φ̂, respectively, and we will expand1

the Hamiltonian to

ĤLC =

(
φ̂2
√

2Lr
+ i

q̂2
√

2Cr

)(
φ̂2
√

2Lr
− i

q̂2
√

2Cr

)
− i

[
φ̂√
2Lr

, q̂√
2Cr

]
. (3.9)

Further simplification comes in the form of utilizing the fact that q̂ and φ̂ are conjugate

variables [Eq. (3.6)] and thus follow the relationship [q̂, φ̂] = −i h, and using a natural

substitution suggested by the present form of Eq. (3.9):

â† =
(LrCr)

1/4
√

 h

(
φ̂2
√

2Lr
+ i

q̂2
√

2Cr

)
(3.10)

â =
(LrCr)

1/4
√

 h

(
φ̂2
√

2Lr
− i

q̂2
√

2Cr

)
, (3.11)

the so-called creation and annihilation operators, respectively, to arrive at the familiar

ĤLC =  hωr

(
â†â+

1
2

)
, (3.12)

the QHO with â†â = n̂, the number operator.

3.1.2 Transmon-cavity coupling

The circuit drawn in Fig. 3.1(b) can be used to write a Lagrangian

L =
1
2
Cqφ̇

2
q + EJ cos 2πφq

Φ0︸ ︷︷ ︸
transmon

+
1
2
Crφ̇

2
r −

1
2Lr

φ2
r︸ ︷︷ ︸

cavity

+
1
2
Cg
(
φ̇q − φ̇r

)2︸ ︷︷ ︸
coupling

, (3.13)

where φq,φr are the node flux at the qubit and resonator branches, respectively, of the

coupled circuit. Here, the voltage across the coupling capacitor Cg is written as (φ̇q −

1Using x̂2 + ŷ2 = (x̂+ iŷ)(x̂− iŷ) − i[x̂, ŷ].
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φ̇r), defining the qubit side of the branch to be positive for no technical reason besides

convention. Following a procedure similar to the previous section, the Hamiltonian for

this circuit can be written as

H =
∑
i

q̇i
∂L

∂q̇i
− L

=

[
1
2
(Cq + Cg)φ̇

2
q − EJ cos 2πφq

Φ0

]
︸ ︷︷ ︸

transmon

+

[
1
2
(Cr + Cg)φ̇

2
r +

1
2Lr

φ2
r

]
︸ ︷︷ ︸

cavity

+Cgφ̇qφ̇r︸ ︷︷ ︸
coupling

. (3.14)

Here, we will stop to identify that this Hamiltonian is really the sum of three parts: the

qubit, the cavity, and a coupling between the two mediated by Cg. As discussed previously

[Eq (2.24)], a transmon can be modeled as a CPB with Hamiltonian

H = 4ECn̂2 +
EJ

2
δ̂2︸ ︷︷ ︸

HO

−
EJ

4!
δ̂4 + O(δ̂6) (3.15)

where the good quantum variable of the system is δ̂ since the operable regime making the

Josephson coupling energy much stronger than the electrostatic energy like EJ/EC & 50 [61].

Including up to the O(δ̂4) terms and neglecting higher orders, neighboring energy splittings

are anharmonic [Eq. (2.25,2.28)], allowing this circuit to be treated as a two-level quantum

system to be used as a qubit. This means that the transmon part of the Hamiltonian can be

written as

Ĥtransmon '
 hωq

2
σ̂z, (3.16)

where we can exclude all but the lowest energy splitting  hωq, giving us a two-level system.

Here, the frequency is shifted by the presence of Cg. The cavity Hamiltonian, following
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the steps from the previous section, is written

Ĥcavity =  hωr

(
â†â+

1
2

)
, (3.17)

but here the resonance frequency is shifted by the presence of Cg toωr ∼ (Lr(Cr+Cg))
−1/2.

The interaction Hamiltonian can be re-written using q = Cφ̇ to

Ĥcoupling =
Cg

C̃2
q̂qq̂r, (3.18)

where C̃ =
√
CgCr + CrCq + CqCg [104] and the charges on the respective branches have

been elevated to capacitors. Using the charge operator2

q̂ = −i

√
 hωC

2
(
â− â†

)
, (3.19)

the coupling is written in a more accessible form

Ĥcoupling = − h
Cg

2

√
ωqωr

(Cq + Cg)(Cr + Cg)

(
â− â†

)
(σ̂− − σ̂+) . (3.20)

If we throw out terms in which energy isn’t conserved3, we can simplify the above to a

familiar

Ĥcoupling =  h
Cg

2

√
ωqωr

(Cq + Cg)(Cr + Cg)︸ ︷︷ ︸
g

(
âσ̂+ + â†σ̂−

) def
=  hg

(
âσ̂+ + â†σ̂−

)
, (3.21)

2Here, we will use the traditional annihilation (creation) operators â(†) for the linear resonator and the
Pauli lowering (raising) operators σ̂−(+) for the approximate two-level qubit.

3(â− â†
)
(σ̂− − σ̂+) = ���âσ̂− − âσ̂+ − â†σ̂− +���â†σ̂+, where the slashed terms are terms which do not

conserve photon number.
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allowing us to write the full Hamiltonian for this system as

HJC = Htransmon +Hcavity +Hcoupling

=
 hωq

2
σ̂z +  hωr

(
â†â+

1
2

)
+  hg

(
âσ̂+ + â†σ̂−

)
, (3.22)

the Jaynes-Cummings Hamiltonian [105]. Here, we will finish by stating the results of [61]

for the specific case where g satisfies g� ∆ and g� (∆+α) where ∆ ≡ ωq −ωr and α is

the anharmonicity between the ω10 and ω21 transitions [see, for example, Eq. (2.28)]. In

this limit, the Hamiltonian can be transformed to the effective system

Ĥeff =
 h(ω10 + χ10)

2
σ̂z +  h (ωr − χ21/2 + χσ̂z) â

†â, (3.23)

where χ = χ10 − χ21/2 is the effective dispersive shift of the cavity with χij = g2
ij/(ωij −

ωr) [61]. See also, e.g., Appendix C of [106] for a detailed derivation of the dispersive

interaction in a similar qubit-cavity system. It is plain to infer from Eq. (3.23) that cavity

frequency is dispersively shifted to a new effective frequencyω|i〉
r which is dependent on

the state of the qubit as measured with observable σ̂z. In this nomenclature, ωr is the bare

cavity frequency – the frequency of the cavity without regard to the qubit – and ω|i〉
r is the

so-called “dressed-|i〉” frequency of the cavity. More explicitly, this new frequency yields4

ω|i〉
r = ωr − χ21/2± χ, (3.24)

ω|1〉
r −ω|0〉

r = 2χ ' 2g2

∆

(
−α

∆− α

)
. (3.25)

For practical numbers such as qubit frequencyω10/2π = 5 GHz, cavity frequencyωr/2π =

6 GHz, and qubit-cavity coupling g/2π = 100 MHz, this yields a difference between the

two dressed resonances of about 2π× 3.3 MHz. In crude terms, this alone shows that by
4Here, we will make the assumption that the system is only weakly anharmonic and thus g21 ≈ g10,

∆21 ≈ ∆10.
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measuring the state of the cavity, one infers the state of the qubit5. The measurement of

the state of a transmon qubit via a dispersively coupled resonator such as the system we’ve

discussed above is discussed below.

Transmon Control

Control in cQED with superconducting circuits is traditionally done via the applica-

tion of shaped microwave pulses wherein the control pulse can typically be modeled

by Ω(t) cos(ωdt − γ) where Ω(t) is the drive amplitude, ωd is the drive frequency, and

γ is the drive phase. In the lab, the experimentalist may achieve this by using a circuit

like that seen in Fig 3.1(c); the in-phase (I) and quadrature (Q) ports of an IQ mixer are

driven by arbitrary waveform generators (AWGs), providing control for bothΩ(t) and γ

by modulating the input local oscillator (L). The output tone leaves through the rf (R) port

and heads to the qubit. This results in a waveform with functional form

Vrf(t) = Ω(t) cos [(ωLO +ωSB)t− γ] , (3.26)

whereωLO is the frequency of the tone generated by the LO andωSB is the sideband (SB)

frequency driving the mixer’s IQ ports [107]6. Relying on the fact that the transmon is an

anharmonic oscillator, we ignore the upper transmon levels and write an effective control

Hamiltonian for a series of n control pulses [107]

H =  h
∑
n

Ωn(t) cos(ωdt− γn)σ̂x −
 hω10

2
σ̂z, (3.27)

5This statement relies implicitly on the fact that the linewidth of the LCmode is smaller than the state-
dependent frequency shift, i.e., κ < 2χ. This will be discussed later in the context of measurement.

6The way this is written implies that the setup in use is that which is usually referred to as “single-
sideband” mixing due to the fact that the output tone is dominated by a single frequency. Details on this can
be found in [107].
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Figure 3.2: Sample signal setup for a cQED experiment with heterodyne detection. (a) Dual-
channel arbitrary waveform generators (AWGs) drive mixer I and Q ports, modulating the
amplitude, frequency, and phase of the coherent microwave tones at the mixer input. The
resulting signals interact with the qubit-cavity system [similar to that depicted in Fig. 3.1(b)]
via a coupling mutual inductance Mκ, after which they are amplified and mixed back
down against the same local oscillator (heterodyne detection); the in-phase and quadrature
information resulting from this process are then measured with a dual-channel analog-
to-digital converter (ADC). (b) Simulated cavity response for the drawn circuit when the
qubit is in state |0〉/|1〉. Here, sgn(∆) = −1 and g� |∆|. (c) Simulated amplitude/phase
cavity response for the drawn circuit for the states |0〉/|1〉 for many experiments. A simple
way to assign a state to a given data point is to find the IQ-space centroids for both states
and perform a simple threshold calculation; here, the points to the NE (SW) of the dashed
line are assigned to the |0〉 (|1〉) state.

where here the amplitudes Ωn(t) and phases γn of the n pulses are tuned to perform arbi-

trary coherent unitary rotations of the qubit state. This is more obvious when considering

the control pulses in the rotating frame of the qubit where the Hamiltonian is transformed
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to [107]

H̃ =
 h

2
∑
n

[cos(γn)σ̂x + sin(γn)σ̂y] . (3.28)

It is plain from the above that if one tunes γ appropriately for applied microwave tones

[e.g. γ = 0 (π/2) implies a rotation about the x(y)-axis]. A generic wire-up is presented

in Fig. 3.2(a), showing how the control circuitry is often combined with measurement

circuitry.

Measurement

Measurement of the transmon state via the resonant LCmode is traditionally accomplished

in a standard heterodyne detection experiment; the essential components of such a mea-

surement are included in Fig. 3.2(a). According to Eq.(3.25), one is able to infer the state

of the transmon by measuring the resonance frequency of the LC mode to which is it

coupled. This is depicted in Fig. 3.2(b) wherein the two different transmon states result in a

state-dependent frequency of the dressed cavityω|i〉
r . An important feature, as previously

mentioned, is the total cavity mode linewidth (and decay rate) κ defined

Qr = ω/κ, (3.29)

where Qr is the quality factor of the resonant cavity mode and comprises a engineered

coupling to the outside world Qc and an internal quality Qi as

1
Qr

=
1
Qc

+
1
Qi

. (3.30)

Here, the internal quality factor Qi is dependent on an intrinsic internal loss typically

denoted as a parallel resistor Ri [depicted in Fig. 3.2(a)]. A physically useful way to

describe these different contributions to the total quality factor is to consider through
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which mechanism energy in the resonator will leave – or dissipate; in our experiments, we

want our energy to leave through the engineered coupling mechanism such that we might

measure the resonance frequency even when an exceedingly small amount of energy exists

in the cavity instead of that energy being dissipated by the intrinsic loss of the cavity. This

means that we desireQc � Qi, Qr ∼ Qc, implying that the total loss of the resonant mode

is through the engineered coupling of the measurement circuit to the cavity. In the specific

implementation drawn in Fig. 3.2(a), the coupling of the cavity mode out to the Z0 = 50 Ω

environment can be written

Qc = ωr ×
(

Lr

Rext/2

)
, (3.31)

where Rext is the coupling circuit as seen by the LC tank7. This can be written

Rext = Re(Zext) =

(
1

iωrMκ

+
1
Z0

)−1

=
ω2
rM

2
κ/Z0(

1 +ω2
rM

2
κ/Z

2
0
) ' ω2

rM
2
κ

Z0
, (3.32)

making the coupling quality factor in this circuit

Qc =
2LrZ0

ωrM2
κ

, (3.33)

which is easily tunable by choosing different values of Mκ. For some practical num-

bers – e.g., a cavity frequency ωr/2π = 6 GHz, coupling mutual of Mκ = 20 pH, and

equivalent lumped element inductance of a Z0 = 50 Ω-λ/4 coplanar waveguide (CPW)

cavity resonator [108] Lr = 4Z0/πωr – one acquires Qc ≈ 11, 000 or a cavity decay rate of

1/τ = κ ≈ 1/(300 ns). These choices are not purely arbitrary; the work presented in this

thesis uses these CPW resonators as the LCmode to which transmon qubits are ultimately

coupled and measured. The cavity decay rate in some sense sets a speed limit on mea-
7The factor of two here is because there are two leads in parallel through which energy may leave.
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surement; if cavity photons take a long time to actually exit the cavity and move towards

the detector, then measurement will take a long time regardless of any other influence.

It should also be noted here that the above discussion relies on the aforementioned fact

that Qc � Qi. Details on these types of resonators including many design considerations

and fabrication optimization have been presented in the context of cQED-style experi-

ments [102, 109–111]. The fabrication process used in the work presented in this thesis to

produce a high Qi CPW resonator is described later in Sec. 4.2.4.

A typical procedure for measuring the frequence difference in a short amount of time is

to choose a single readout frequencyωRO at the midpoint between the two dressed cavity

states and record both the amplitude and phase information of the transmitted signal8 via

the usual heterodyne detection. Each experiment will result in a single point in IQ-space

which when plotted results in a Gaussian blob as shown in Fig. 3.2(c). Here, two separate

experiments were performed: one in which the |0〉 state is prepared and another for the |1〉

state. This allows the experimenter to calibrate their detection setup for the two states and

then to continue on performing the next experiment of interest. This scheme is outlined in

detail in a variety of works, and a vast wealth of research has gone into the improvement

and optimization of such a readout scheme in recent years [61, 99, 112–115].

3.2 Josephson Amplifiers

Motivated by the need to perform fast, accurate measurements of the state of a linear cavity

(see previous Section and [100, 116]), here we will briefly outline some of the first-stage

amplifiers based on JJ devices with particular detail being given on the SLUG amplifier [117,

118], an amplifier based on a variant of a dc SQUID [119]. A wish list of properties for such

an amplifier includes, but is not limited to:

• Large gain×bandwidth: While it may be obvious that an amplifier should have high
8n.b. in the circuit drawn in Fig 3.2(a), the readout is performed in transmission mode; similar analysis

applies if instead one reflects a probe tone off of the LC cavity and measures the response that way.
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(b) probe frequency

cavity N cavity 2 cavity 1

desired amplifier bandwidth

(a) common readout bus

Figure 3.3: Multiplex scheme for multi-qubit cQED readout. (a) Circuit diagram; here, the
cavities have undressed resonancesω(i)

r which vary by changing the cavity length. Each
cavity is coupled to a feedline in similar fashion to Fig. 3.2(a). (b) Sweeping a probe fre-
quency on the common feedline will reveal state-dependent dressed resonance frequencies
for each cavity. The goal of this panel is to give an eye to the desired bandwidth of an
amplifier used to readout this circuit.

power gain, the usual tradeoff one needs to make is in the gain×bandwidth product.

This is because there exists a desire to use as few amplifiers as possible to effectively

readout the cavities of an eventual many-qubit processor. Figure 3.3 shows this

schematically; here, a single amplifier is used to readoutN cavities simultaneously.

Since the cavities must be spaced apart such that the state-dependent shift 2χ of

each cavity of width κ is visible, the bandwidth of our amplifier of choice must be at

least > N(2χ + κ). In practice, though, there is typically an appreciable additional

spacing between the resonances to account for any errors in design versus reality for

ωr, κ, and χ.

• High saturation power: If we want to simultaneously readout the state ofN cavities,

then we need to apply a multiplexed probe tone with N separate frequency com-

ponents; this means the total signal has a higher power than any of the constituent

separate tones. A reasonable amplifier should be able to simultaneously measure at
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least 2-4 cavities without saturating9.

• High directionality: In cQED measurement chains, typically the experimentalist

needs to take many precautions to protect the quantum qubit-cavity circuit from

classical noise from both the input and output of the measurement chain. By including

an amplifier which is intrinsically nonreciprocal, one is simultaneously improving

the signal of the measurement chain while also protecting the quantum circuit from

downstream noisy devices (like other amplifiers or room temperature electronics).

There is no “optimal” value for the directionality of an amplifier in this sense; in this

case, bigger is always better.

• Low added noise: Using an amplifier is only going to help if it doesn’t also add an

overwhelming amount of noise to the measurement; in that sense, lower is always bet-

ter. However, there exists a quantum limit as far as how much noise an amplifier must,

at minimum, add [120]; amplifiers which follow this are typically called “quantum-

limited amplifiers,” or “near-quantum-limited amplifiers” depending on how close

they operate to the limit of one-half of a quanta of added noise, the quantum limit.

This is a particularly important metric for the first-stage amplifier in a measurement

circuit since it will have the highest contribution to the noise temperature of the whole

chain. For example, the three amplifiers in Fig. 3.2(a) would have an effective noise

temperature provided by the Friis equation [121]

Teff = T1 +
T2

G1
+

T3

G2G1
, (3.34)

immediately implying that the temperature of the first stage dominates the effective

noise temperature of the chain (provided that all Gi � 1).

• Low added hardware: In the context of scaling up to a one-day many-qubit processor,
9Saturation occurs when an amplifier’s output no longer linearly increases with an increasing amplitude

input signal.
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the necessary auxiliary equipment required to realize its control and measurement

must scale well with the number of qubits. Hence, if each added amplifier adds a

significant amount of hardware, this must be taken into consideration when planning

to move to a large number of qubits. An amplifier that requires only a small amount

of additional hardware while perhaps otherwise performing not as well as another

amplifier which requires significantly more hardware might be more attractive to

someone constructing a very large scale quantum processor system.

To provide context for some of these requirements, a popular cryogenic amplifier

and a current workhorse in cQED system measurement is the high-electron-mobility

transistor (HEMT) amplifier. A HEMT, for most intents and purposes, is very powerful:

the gain×bandwidth of these amplifiers typically exceeds (40 dB×5 GHz), they are not

reciprocal devices, and they only require simple dc biases to function10. The downside to

HEMT amplifiers in the context of cQED is noise and backaction; the HEMT is notorious

for having a noisy input, meaning that it will send noise back towards the elements whose

signal it is amplifying, as well as adding a relatively high number of noise photons (∼

20 [123]) to the signal to be amplified. It is for these reasons that the HEMT alone is not

sufficient as a first-stage amplifier for high-fidelity cQED measurements, and thus many

cQED practitioners have researched and developed several superconducting alternatives.

3.2.1 Superconducting Microwave Amplifier Zoo

JPA

The Josephson parametric amplifier (JPA) is essentially a nonlinear resonator where the

key nonlinearity arises from the Josephson inductance; they have been demonstrated

and characterized in a variety of implementations, including several in the context of

cQED measurement chains [124–130]. The gain×bandwidth of one of the more modern
10Here, the numbers quoted are for the Low-noise Factory HEMT model LNF-LNC4_8C [122].
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implementations [130] is approximately (15 dB×700 MHz), with noise performance very

near the quantum limit over the entire band. The JPA is likely the most widely used amplifier

in cQED today due to these results. However, typical implementations of JPAs employ

the amplifier in reflection mode, necessitating the use of at least cryogenic circulators and

high-power rf pump tones, and also usually additional isolators and directional couplers to

prevent the high-power rf field from propagating towards the quantum circuit; see wiring

diagrams in, e.g., [127] or the supplement of [130].

JPC & JDA

The Josephson parametric converter (JPC) is a device which relies on coupling resonant

modes to a four-JJ Josephson ring modulator as a nonlinear mixing element, which when

pumped appropriately provides for amplification [128, 131, 132]. Here, devices typically

maximize their gain×bandwidth to be about (20 dB×10 MHz) with center frequencies

which are tunable via the pump tone frequency. While these amplifiers operate near

the quantum limit, the limited bandwidth coupled with the extra rf wiring hardware

requirements (circulators and couplers for the additional rf tones) for device operation

hinder them in the context of a scalable amplifier system. A recent device in which two JPCs

are coupled together is called the Josephson directional amplifier (JDA) [133, 134]. The JDA

operates in a similar fashion to the JPC but the input and output ports are separated from

the pump and idler and it has been shown to be non-amplifying in the reverse direction

(see supplement of [134]), yielding a more convenient device than the JPC as far as scaling

up.

TWPA

An amplifier which relies on the nonlinear inductance of a distributed resonant mode (the

Kerr nonlinearity) has been developed in several realizations, the most common of which

in the context of cQED are those which rely on high-kinetic inductance materials [135–138]
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and also another family which relies more on the nonlinear inductance of the JJ [139–

141]. These devices have demonstrated extremely broadband gain profiles, exceeding

(15 dB×4.5 GHz) and have demonstrated to be near quantum limited as far as noise added

(see, e.g., [139]). These devices, similar to those mentioned in the prior sections, also rely on

exterior non-reciprocal devices like isolators, circulators, and directional couplers to manage

the addition and subtraction of pump and idler tones and to provide for nonreciprocity

(the theoretical reverse gain of these devices is unity). The Josephson TWPA (JTWPA)

has grown in popularity in recent years and is finding its way into several modern cQED

experimental apparatuses.

3.2.2 The SLUG

The superconducting low-inductance undulatory galvanometer (SLUG) amplifier [117, 118]

is a variant of the dc superconducting quantum interference device (SQUID). While the

so-far reported gain×bandwidth of the SLUG has stayed relatively low compared to other

amplifiers (about 19 dB×50 MHz in [142]), the luxury is in the amplifier’s simplicity of

use; for a typical setup, one only needs two dc bias sources and, as mentioned below and

in [143], one can use the inherent directionality of the SLUG to remove microwave isolators

entirely from the measurement chain. This simplicity and inherent directionality, coupled

with a relatively high saturation power [118] makes the SLUG particularly attractive as a

first-stage amplifier in cQED measurements. Indeed, the SLUG has already been used as an

amplifier for high-fidelity qubit readout, showing large improvements of SNR [142, 144].

Modeling

The SLUG can be modeled by considering the total current through two RCSJ model

JJs which are interrupted by explicit inductances. Here, the current through the two JJs
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Figure 3.4: SLUG circuit model. (a) Basic wiring diagram for operation of a SLUG amplifier.
Here, two dc biases Ib and IΦ are added to the circuit via bias-T hardware. The signal to
amplified Irf is input to the SLUG via a single-pole lumped-element LCmatching network.
Here, the box labeled “SLUG die” indicated the microfabricated device circuit. This box
will be replaced by the traditional triangle symbol for an amplifier in future figures. An
optical micrograph of the circuit is shown in Fig. 3.5. (b) Simulated flux-to-voltage response
curves for various values of current bias ib. Simulation tools and methodologies used
identical to those used in [117]. (c) Depiction of the gain mechanism in the SLUG; here, the
operating point of the amplifier is chosen to be at a high VΦ = dVout/dΦb value such that a
small change inΦwill result in a large swing in Vout. We also note here that following [143],
we have indicated the sign of VΦ, as this plays a role in the reverse gain of the device.
(d) Simulated gain (colormap) of the device as a function of both applied flux and signal
tone frequency ωs with overlaid flux-to-voltage curve (dashed white line) to show where
the regions of highest gain in simulation should be. For this simulation, βC,βL = 0.2,
the matching network is designed to center the gain curve at ωr = 2π × 6 GHz with a
characteristic impedance of 10 Ω. Here, the SLUG inductance is L = 10 pH.
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(i ∈ {1, 2}) is written, respectively,

Ii = I0 sin δi +
Vi − VN,i

Rs
+ CJ

dVi

dt
, (3.35)

where VN,i is the voltage noise associated with lossy elements of the circuit, like the shunt

resistors operating at finite temperature. Using the ac Josephson effect Eq. (2.2) for each JJ

and defining a circulating current J = (I1 − I2)/2, along with quantizing the flux through

the loop asΦT = (Φ0/2π)(δ2 − δ1), one re-writes this in a dimensionless form, for both JJs,

βCδ̈1 =
δ2 − δ1 − 2πφb

πβL
− iΦ − sin δ1 − δ̇1 + vN,1 (3.36)

βCδ̈2 = −
δ2 − δ1 − 2πφb

πβL
+ ib + iΦ − sin δ2 − δ̇2 + vN,2, (3.37)

where here several dimensionless parameters i ≡ I/I0, v ≡ V/I0Rs, βC = (2π/Φ0)I0CJR
2
s,

andβL = 2I0L/Φ0 have been introduced; the dimensionless time is θ ≡ t/(Φ0/2πI0Rs) [117].

The modeling for this circuit includes the leading LCmatching network used to better match

the low impedance SLUG circuit to the 50 Ω microwave environment. Figure 3.4(a) is the

circuit diagram. The SLUG is both current-biased by Ib and flux-biased by IΦ. In practice,

the biases are T’d in off-chip using standard bias-T hardware. The signal input to the SLUG

is partially impedance matched by a single-pole LC lumped-element mode before direct

injection into the SQUID loop as a fluxΦrf. Both JJs have critical current I0 and are shunted

by an explicit resistance Rs and capacitance CJ [not drawn; similar to the circuit diagram

in Fig. 2.2(b)]. This will operate in the overdamped regime with βC = (2π/Φ0)I0CJR
2
s < 1.

Full details for simulation of this circuit are available in [117, 143].

Figure 3.4(b) are simulated flux to voltage curves for various values of ib (ib = 2 is

the total critical current of the device). The slope of these curves VΦ ≡ dV/dΦ plays an

important role of the gain in the device; where VΦ is large, a small change in flux results in

a larger swing in voltage. Since we inject the signal into the SLUG as a directly coupled
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flux Φrf, this immediately gives us the gain mechanism of the device [117, 143].

Device Fabrication

The SLUG microwave ground plane is realized in a 90 nm-thick Nb film grown by dc mag-

netron sputtering. The dielectric materials required for the multilayer stack are deposited

using plasma enhanced chemical vapor deposition (PECVD). The SLUG amplifier circuit

incorporates three superconducting Nb layers, two insulating SiOx layers, one normal

metal Pd layer, and two Nb/Al-AlOx-Al/Nb JJs with critical current density Jc ∼ 3 kA/cm2

and areas 2× 1µm2. The JJs are shunted by thin-film Pd resistors formed by electron-beam

evaporation and liftoff. In areas where good metallic contact is required between wiring

layers, an in situ Ar ion mill cleaning step is used to remove native NbOx prior to metal

deposition. Figure 3.4(f, g) shows a cross-sectional depiction of the layer stack and a top-

down optical micrograph, respectively. In Fig. 3.4(f), the Nb layers are false-colored in blue,

the SiOx dielectric layers are colored brown, and the Pd shunt resistor is shown in red. A

black ×marks the location of a Nb/Al-AlOx-Al/Nb junction interface. Figure 3.5 shows

an optical micrograph of a completed device.

1. Layer M1: An Si wafer with 150 nm of thermal SiO2 is coated with a film of Nb.

Here and below, sputter conditions are tuned to yield films with slight compressive

stress [145]; the deposition rate is 45 nm/min. This layer is patterned with an i-line

step-and-repeat (stepper) lithography tool and etched with an SF6-based RIE plasma.

2. Layer D1: A plasma-enhanced chemical vapor deposition (PECVD) process is used

to grow a conformal layer of SiOx. This layer is patterned with an i-line stepper

and etched with a CHF3-based reactive ion etch (RIE) plasma. The RIE power and

pressure are optimized to transfer a 45◦ slope into the dielectric sidewalls in order to

promote step coverage of subsequent layers. This is depicted by the illustration in

Fig. 3.4(a).
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bias T

(a)

out

bias T

(b)

(b)

from LC
matching
network
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Figure 3.5: Optical micrograph of the fabricated SLUG amplifier circuit. (a) The full on-chip
circuit including both the LC lumped element resonator and the gain element. (b) Zoom-in
on the gain element. The two photographs in (a) and (b) are from two different devices
with different SLUG inductance.

3. Layer M2: The bottom Nb electrode for the SLUG JJs is sputtered. This layer is

patterned with an i-line stepper and etched with an SF6-based RIE plasma.

4. Layer D2: Another SiOx layer is grown by PECVD. This layer is patterned in the same

manner as in step 2. At this step, particular care is taken to eliminate solvent or other

organic residues from the dielectric vias, as these vias will define the SLUG JJs.

5. Layer M3: The SLUG JJs and signal wiring are formed in the following process:

(a) The wafer is transferred into the sputter system load-lock chamber and the

chamber is pumped down for ∼ 1 hour.

(b) While the load lock is pumping out, the primary vacuum chamber is “seeded”
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with pure O2 using similar conditions to the actual junction oxidation. We find

that this step improves the reproducibility of the junction specific resistance by

ensuring as similar a chamber chemistry as possible from run to run.

(c) The wafer is transferred into the primary vacuum chamber and the system is

allowed to pump down to base pressure (about 5× 10−8 Torr).

(d) An in situ ion mill is used to remove the NbOx from the M2 electrode layer.

(e) An Al seed layer of thickness ∼ 8 nm is sputtered.

(f) The barrier oxide is grown. The AlOx barrier layer is seeded by flowing O2 at

low pressure (∼ 1 mTorr) for 2 minutes. The chamber is then valved off from

the pumps and the O2 pressure is quickly ramped to the target value (typically

∼ 10 mTorr), where it remains for the duration of the oxide growth (typically

about 2 minutes).

(g) The growth chamber is pumped back to vacuum. An Al cap layer of ∼ 6 nm

thickness is sputtered, followed by the 90 nm Nb junction counterelectrode.

This layer is patterned with an i-line stepper. The Nb is removed with an SF6-based

RIE plasma while the Al-AlOx-Al is removed with a Transene A Al wet-etch.

6. At this point, it is possible to probe the 4-wire resistances of witness junctions cofab-

ricated on the die with the SLUG circuit. The expected critical currents are extracted

using the Ambegaokar-Baratoff relation [146].

7. Layer R: A negative photoresist is patterned with an i-line stepper to define the shunt

resistors. The resistors are formed by electron-beam evaporation of Pd following an

in situ ion mill and deposition of a thin (∼3 nm) Ti adhesion layer. Liftoff is performed

in acetone at room temperature over several hours with slight manual agitation of

the wafer.
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Figure 3.6: SLUG forward and reverse gain [143]. (a) Circuit for measurement of forward
and reverse gain. (b) Numerical calculation of the forward and reverse scattering parameters
as a function of flux bias and frequency. (c) Measured forward and reverse scattering
parameters. (d) 1D cuts from (c), showing forward and reverse gain versus frequency for
large |VΦ|, VΦ < 0.

3.2.3 Reverse backaction and directionality of the SLUG

As mentioned previously in the amplifier wishlist (the beginning of Sec. 3.2), one desirable

aspect to an amplifier for use in cQED experiments is that the amplifier will protect the

quantum circuit from upstream noise; this includes not being a generator of noise itself.

The SLUG is well-poised to fit both of those criteria. The SLUG is a variant of the dc SQUID,

which has been previously shown to be an intrinsically non-reciprocal amplifier [147, 148].

Here we will briefly outline the some of the experiments performed in [143] while pointing

the intrepid reader to the referenced article for full details.

Scattering Parameters

Measuring the scattering parameters11 of the 2-port SLUG amplifier is a straightforward

experiment. The wiring diagram in Fig. 3.6(a) [143] allows for the measurement of both

|S12|
2 and |S21|

2 in the same cooldown, though not simultaneously since the HEMT amplifier

only has a singular input. Essentially, a probe tone at frequency ω is sent to the SLUG

via the S21 (S12) input port to measure the forward (reverse) gain of the amplifier and
11The author assumes the reader has a familiarity with scattering parameters of microwave circuits. That

not being the case, the author recommends [108] as a reference on the subject.
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reflections from these ports allow a full S-matrix measurement of the device [149]. The

measured forward and reverse gain, along with the respective simulation for a nominally

similar device [118], are shown in Fig. 3.6(b, c) with linecuts along the VΦ < 0 shoulder of

the flux-to-voltage curve in Fig. 3.6(d), highlighting the fact that the SLUG is intrinsically

non-reciprocal as an amplifier when operated in this fashion [143].

Backaction from the SLUG

Backaction from the SLUG, i.e., noise from the SLUG input towards the quantum circuit, can

be studied using a qubit-cavity system which is upstream from the amplifier. There are two

primary experiments which have been presented in detail in [143]. Treating the SLUG as a

thermal noise source implies that the noise which it emits follows a broadband distribution.

Looking specifically at noise at the qubit frequency, one expects dephasing [150, 151],

however in the qubit-cavity system the noise at this frequency is significantly filtered by

the cavity (the transfer function of noise into the cavity is strongly dependent on the cavity

frequency and linewidth). However, being a broadband noise source implies that noise is

also being emitted at the cavity frequency, which will both Stark shift the qubit and induce

dephasing [152, 153].

Detecting cavity photons using the qubit can be done by the following protocol: when

the SLUG is not in use, leave it in the supercurrent state using flux bias Φoff. Some time

prior to the start of the experiment, adjust the flux bias toΦon to “turn on” the SLUG to use

it both as an amplifier for readout and a noise source for the experiment. Here, we have no

isolators or circulators between the qubit-cavity system and the SLUG [see wiring diagram

in Fig. 3.7(a)] and a depiction of Φon vs Φoff in Fig. 3.7(b)]. The experiment sequence is

outlined in the panel atop Fig. 3.7(c); here, we pulse the SLUG on a variable time (“heat

start” time) prior to a Ramsey experiment. This will cause the SLUG to begin noise emission

towards the qubit-cavity system. The Ramsey fringe data in Fig. 3.7(c) shows that for longer

head-start times, we see a degradation of qubit coherence as well as a shift in the qubit
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frequency. This shift in the qubit frequency can be explained by photons in the cavity ac

Stark shifting the qubit frequency and is detailed in [143].

Another experiment carried out is to check that the SLUG can protect the qubit-cavity

system from downstream noise in the measurement chain. It is also interesting here to

measure this effect as a function of frequency since noise sources can be broadband. One

method of measuring such an effect is outlined by the pulse sequence atop Fig. 3.7(d).

Here, motivated by the results of the previous paragraph, the SLUG is only pulsed on just

prior to the measurement pulse. Thus, the full sequence is as follows: while the SLUG is

off, invert the qubit population with an X pulse. Immediately following, adjust the qubit

frequency using the flux threading the qubit SQUID loop (recall Sec 2.1.4) for the duration

of the idle time in an otherwise standard T1 experiment. After the idle time has finished,

flux pulse both the qubit back to where it started and the SLUG to the “on” position and

measure the state of the qubit. This allows us to sample noise at various frequencies during

the time in which the qubit is flux-shifted to those frequencies [151]. The data for such

an experiment is shown in Fig. 3.7(d) both for using the SLUG versus using an isolator to

protect the qubit-cavity system from downstream noise (from, e.g., the HEMT noisy HEMT

amplifier). We see no significant difference in T1 over the entire sampled qubit frequency

space, implying that the SLUG operated in this fashion protects the qubit-cavity system

just as well as a commercial isolator.

3.3 Summary

In this Section, we have briefly outlined several aspects of cQED as they are relevant

to this thesis. Starting with the LC harmonic oscillator and moving to a coupled qubit-

cavity system using the transmon model, we have skimmed the surface of rich physics

which can be done using relatively simple macroscopic circuit elements. Once through the

introduction to cQED, we then outlined the need for a high-quality first-stage amplifier in
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Figure 3.7: SLUG backaction experiments. (a) Wiring diagram for the experiments in hand.
Here, the source for IΦ is a combined dc current source with a 1 GS/s AWG assist such that
one can quickly switch from one flux point to another. An exceedingly similar circuit is in
Fig S3 of [154] where the qubit control Z-DAC and a voltage source are T’d together in the
mK environment. There are no additional isolators or circulators other than the explicitly
drawn isolator in the panel. (b) Diagrammatic depiction of example “SLUG on” (Φon) and
“SLUG off” (Φoff) flux bias points. In the “off” position, the SLUG is a superconducting
short to ground. In the “on” position, the SLUG is both acting as an amplifier and a noise
source for these experiments. (c) Ramsey fringes acquired for various SLUG head start
times. Here we see that for longer head-start times, the coherence is degraded and the
frequency of the fringes shifts. This implies that if the SLUG can be pulsed-on just prior to
measurement, it will not poison the quantum circuit. (d) Comparing T1 times as a function
of qubit frequency and SLUG vs. isolator in the measurement chain. Here, the SLUG is
pulsed on just prior to the measurement pulse. No significant difference is found between
using the SLUG versus an isolator.
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cQED systems. This motivated a brief overview of some of the current leading amplifiers

in use by practitioners of cQED as well as a more in-depth dive into the SLUG amplifier as a

low-noise, intrinsically non-reciprocal first-stage amplifier. Where most of the other leading

amplifiers in the field require the use of a variety of other non-reciprocal hardware – such as

cryogenic microwave isolators and circulators – it has been shown here (and in greater detail

here [143]) that the SLUG is able to act as both an isolator and an amplifier simultaneously

while requiring minimal additional cryogenic hardware to enable its utilization. It is the

author’s view that the SLUG amplifier could play an important role in a one-day large-

scale quantum processor based on superconducting qubit-cavity systems since most of the

alternatives require an enormous amount of hardware overhead to enable their utilization.
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4 digital control of a superconducting qubit

4.1 Introduction

As has been discussed in the past Chapters of this work, Josephson qubits are a promis-

ing candidate for the construction of a large-scale quantum processor [42–45]. Gate and

measurement fidelities have surpassed the threshold for fault-tolerant operations in the

two-dimensional surface code [23, 154], and the successful demonstration of small repeti-

tion codes [155, 156] provides a direct validation of the fidelity of the quantum hardware

and control and measurement elements that will be needed for a first demonstration of

error-protected logical qubits. Current approaches to the control of superconducting qubits

rely on the application of pulsed microwave signals. The generation and routing of these

control pulses involve substantial experimental overhead in the form of room-temperature

and cryogenic electronics hardware. This includes, but is not limited to, coherent mi-

crowave sources, arbitrary waveform generators, quadrature mixers, and amplifiers, as

well as coaxial lines and signal conditioning elements required to transmit these signals

into the low-temperature experimental environment.

While brute-force scaling of current technology may work for moderate-sized super-

conducting qubit arrays comprising hundreds of devices, the control of large-scale systems

of thousands or more qubits will require fundamentally new approaches. An attractive

candidate for the control of large-scale qubit arrays is the SFQ digital logic family [84]

which has been previously introduced in Chapter 2. In SFQ digital logic, classical bits of

information are encoded in fluxons, propagating voltage pulses whose time integral is

precisely quantized to h/2e ≡ Φ0, the superconducting flux quantum. Here, the presence

(absence) of a quantized flux pulse across a Josephson junction (JJ) in the SFQ circuit during

a given clock cycle constitutes the classical bit “1" (“0"). There have been prior attempts to in-

tegrate SFQ digital logic with superconducting qubits [157–159], with some notable recent

successes in the area of qubit measurement [160]. The work presented here is motivated by
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0

1

0.5transmon
qubit

Figure 4.1: Coherent control of a qubit using SFQ pulses. (a) Block diagram of the ex-
periment. An external microwave tone with frequency ωd is used to trigger a dc/SFQ
converter, which generates a train of pulses with interpulse timing of 2π/ωd; the resulting
pulse train is coupled capacitively to a transmon qubit. (b) Trajectory of the qubit state
vector on the Bloch sphere due to a resonant train of SFQ pulses. Each SFQ pulse induces
an incremental rotation; the green parallels represent qubit free precession in between SFQ
pulses. (c) Simulated qubit Rabi oscillations for SFQ drive at various subharmonics of the
qubit transition frequencyω10. Discrete steps in excited state population P1(t) are induced
by the arrival of single SFQ pulses; in between pulses, the qubit undergoes free precession
with no change in P1(t). In (b) and (c), a large, non-optimal value of δθ = π/10 is chosen
for the purpose of display.

a previous study which showed that resonant trains of SFQ pulses can be used to induce

high-fidelity qubit rotations, with gate fidelity limited by leakage errors [161]. Subsequent

work based on optimal control theory provided a proof-of-principle demonstration that

leakage errors can be suppressed significantly by clocking control bits at a higher frequency

and allowing variation in the pulse-to-pulse timing intervals [162].

In this Chapter, we describe the arbitrary coherent control of a superconducting trans-

mon qubit driven by SFQ pulses. The SFQ pulses are generated by a dc/SFQ converter [83,

84] cofabricated on the same chip as the qubit. The basic scheme of the experiment is shown

in Fig. 4.1(a). The SFQ driver circuit is biased with a dc current and an external microwave

tone is applied to the trigger port of the driver. When the trigger tone amplitude exceeds a

certain threshold, SFQ pulses are generated and coupled capacitively to the qubit. Each
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pulse induces an incremental rotation on the Bloch sphere ([161], also see Sec. 4.2.1)

δθ = CcΦ0

√
2ω10
 hCΣ

, (4.1)

where Cc is the coupling capacitance between the SFQ driver and qubit, CΣ is the qubit

self-capacitance, andω10 is the qubit fundamental transition frequency. When the pulse-

to-pulse spacing is matched to an integer multiple n of the qubit precession period 2π/ω10,

the state vector undergoes a coherent rotation on the Bloch sphere [see Fig. 4.1(b)] about a

control vector whose direction is determined by the relative timing of the pulse sequence. In

Fig. 4.1(c) we show simulated SFQ-induced Rabi oscillations for SFQ pulse trains resonant

withω10 as well as subharmonicsω10/2 andω10/3; here, for the purposes of display we

assume a large, non-optimal, per-pulse rotation δθ = π/10. A related idea for selective

excitation was pursued by some early practitioners of nuclear magnetic resonance, who

termed the pulse sequence DANTE (Delays Alternating with Nutations for Tailored Excita-

tion), as the terraced trajectory of the state vector on the Bloch sphere recalls the multilevel

structure of the Inferno [163, 164].

This Chapter is organized as follows. First, in Section 4.2, we provide select details

behind the theory of SFQ based qubit control, describe the SFQ driving circuit used in this

work, and detail the cofabrication of the SFQ pulse driver and transmon qubit on a single

chip; in our design, we are able to then separately characterize the SFQ driver and qubit

circuits. In Section 4.3, we discuss implementation of an arbitrary gate set using SFQ pulses

and present the results of gate characterization using interleaved randomized benchmarking

(RB) [165]; the achieved gate fidelities F ∼ 95% are limited by quasiparticle (QP) poisoning

of the qubit induced by operation of the dissipative SFQ pulse driver. Motivated by the

QP-induced gate infidelity, Section 4.4 discusses experiments to characterize the real and

imaginary parts of the QP admittance seen by the qubit and explores the dynamics of QP

generation and relaxation in the circuit. Finally, in Section 4.5 we summarize this Chapter
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and detail future devices based on an MCM flip-chip architecture which will help mitigate

the deleterious effects of QPs on qubit coherence. The work presented in this Chapter is

presented in journal article form here [166], albeit with slightly fewer details.

4.2 The Quantum-Classical Hybrid Circuit

4.2.1 SFQ control of a transmon

Starting with the Cooper-pair box Hamiltonian from Eq. (2.22) and performing a similar

expansion of the cos δ term as in Eq. (2.24), one is able to write a Hamiltonian for the

SFQ-control system as seen in Fig. 4.1(a) as

Ĥ ≈
(
Q̂− CcV(t)

)2

2CΣ
+
EJ

2
δ̂2 −

EJ

4!
δ̂4, (4.2)

where V(t) is the output of the dc/SFQ converter block and CΣ is the total capacitance of

the transmon island. If we make the assumption that Cc is sufficiently small, we can write

this like

Ĥ ≈ Q̂2

2CΣ
+
EJ

2
δ̂2 −

EJ

4!
δ̂4︸ ︷︷ ︸

transmon

− Q̂V(t)
Cc

CΣ︸ ︷︷ ︸
control

. (4.3)

The control term of this Hamiltonian can be treated on its own; using the charge operator

in the basis of an oscillator Q̂ = −
√

 hω10CΣ/2σ̂y, the control Hamiltonian becomes

Ĥcontrol = −Q̂V(t)
Cc

CΣ
= CcV(t)

√
 hω10

2CΣ
σ̂y. (4.4)
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Integrating this Hamiltonian using the time-dependent Schrödinger equation, one arrives

at

|ψ(t)〉 = exp

−i
(
Cc

√
2ω10
 hCΣ

∫
V(t)dt

)
︸ ︷︷ ︸

δθ

σ̂y/2

 |ψ(t = 0)〉, (4.5)

where the angle of rotation δθ can now readily be identified by equating Eq. (4.5) to the

general rotation operator Dy(δθ) = exp (−iδθσ̂y/2). In the preceeding text, we have stated

that the pulses to be used are sharp in time with respect to the qubit precession period,

and so we will treat them as Dirac-δ functions for the time being, implying that a single

pulse has a voltage waveform

V(t) = Φ0δ(t), (4.6)

which means that the δθ term in Eq. (4.5) becomes

δθ = Cc

√
2ω10
 hCΣ

∫
Φ0δ(t)dt = CcΦ0

√
2ω10
 hCΣ

, (4.7)

which is tunable via a simple geometric capacitance Cc, as previously prescribed [161]. A

more interesting – and for reasons that will soon be clear – and practical pulse waveform,

however, is the resonant pulse train of δ-like pulses which are timed with the qubit preces-

sion period or a subharmonic thereof. The form of this train for N pulses with a time T

between them is given by

V(t) = Φ0 [δ(t) + δ(t− T) + · · ·+ δ(t− (N− 1)T)] , (4.8)

where in the case for this work T = 2πn/ω10, n ∈ N. Here, the number of pulses required

to effect a rotation of angle Θ is given by nδθ = Θ.
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Figure 4.2: Fourier spectrum of SFQ pulse trains. (a) A train of N pulses spaced by a time
T = 2πn/ω10. (b) Fourier spectrum for various pulse train lengths. The more pulses in a
train, the more concentrated the spectral content of the train is at the frequency of interest,
in this caseω10/2π = 5 GHz. (c) The relative magnitude of the Fourier spectrum f(ω) at
ω21 = 2π× 4.75 GHz, implying an anharmonicity of α/2π = −250 MHz, as a function of
pulse train length N. For longer trains, the relative spectral power at the ω21 transition
becomes smaller. This is important since we do not want to inadvertently excite the qubit
out of the computational manifold, but we also do not want our gate times to be infinite; a
practical trade-off between gate time and leakage error must be made [161, 162].

An obvious question to ask is: if shorter gate times is the goal, why not set δθ – by

changing Cc – to be large such that a short pulse train can be used for the rotation? The

answer is two-fold: the first reason lies in the spectral content of the overall pulse train;

a single δ-like pulse is broadband in spectral content while a train of several pulses can

be used to concentrate the spectral energy at a frequency of interest. This is outlined in

Fig. 4.2 where the Fourier spectrum of various pulse lengths is shown as well as the relative

magnitude of the spectral component for frequencyω21, which could excite the qubit out

of the computational manifold. This is described in detail in the context of a multi-level

transmon in previous works [161, 162]. The second reason is that a large capacitance from

the dc/SFQ converter could provide access to a significant loss channel to the qubit limit

its coherence times [167]. In this case, a smaller capacitance is always better to reduce the

coupling of the qubit to the outside world, but it doesn’t practically limit our circuits today;

state of the art planar transmon devices with coherence times approaching ∼ 100 µs have
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been demonstrated [44, 45] while the Purcell limited T1 of our circuit is found to be [112]

RC =

[
1 +ω2

10C
2
cR

2
s

ω2
10C

2
cRs

]
C ∼ 470 µs, (4.9)

where Rs = 1 Ω is the total shunt resistance of the dc/SFQ converter, C = 75 fF is the qubit

self-capacitance, Cc = 400 aF is the SFQ-qubit coupling capacitance, andω10/2π = 5 GHz

is the qubit frequency ; this assumes a qubit frequency ofω10/2π = 5 GHz. The implication

here is that other factors are limiting current transmons devices, so the extra coupling from

this control line should have minimal effect. We are also not motivated in going to a larger

Cc for the reasons outlined above as far as the spectral content of pulse trains with smallN.

4.2.2 dc/SFQ Converter

The SFQ pulse circuit used to perform qubit control in this circuit is a dc/SFQ converter [83,

84]1. Figures 4.3(a, b) show a detailed circuit diagram of the converter and a top-down

optical micrograph of the fabricated device, respectively. This particular circuit is heavily

inspired by [168]. The parameters for the various elements of this circuit, as simulated, are

listed in Table 4.1.

Figure 4.3(c) shows the simulated output of the converter circuit (green) for a given

input tone (purple); here, a single SFQ pulse is output for each clock cycle of the trigger tone

with interpulse timing equal to 2π/ωd. In the setup used for these experiments, however,

we are not able to directly measure the time-trace of the converter circuit output as it is

plotted here. Instead, in the lab we measure a time-average of this voltage output, which

for one cycle of the trigger tone is (1/T)
∫
Φ0δ(t)dt = Φ0/T where T = 2π/ωd, giving the

familiar Shapiro step voltage relation [169]

∆V = (Φ0/2π)ωd. (4.10)

1The author also acknowledges the RSFQ cell library maintained by D. Zinoviev and hosted by The State
University of New York for being a useful resource in finding these informative journal articles [168].
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Figure 4.3(d) shows a simulated Shapiro step induced by the presence of a trigger tone

at frequencyωd/2π = 5 GHz and power −60 dBm while the presence of no trigger tone

shows instead no step before the circuit jumps out to the pure voltage state. This plot

represents the most basic fashion in which we can tell both in simulation (and in the lab)

whether or not our dc/SFQ converter circuit is behaving correctly.

Another way in which we were able to check if our circuit made good sense and was

being properly simulated was to change the magnetic hysteresis parameter of the switching

SQUID

βL =
2π
Φ0
IswLsw (4.11)

and check the bias margins – as in, check how “large” the operable region is for the

circuit in terms of Ib as a function of βL. Since we were interested in a circuit with critical

current density on the order of ∼ 1 kA/cm2, the knob we turned in simulation was Lsw.

In Figs. 4.3(e, f), we show simulated IV curves for the converter circuit both without and

with an applied trigger tone at frequency ωd/2π = 5 GHz and power −60 dBm. In

this configuration, we see in simulation the expected Shapiro step [Eq. (4.10)] of height

∆V ≈ 10 µV. However, we also want to ensure that we are able to choose a bias point

which will both a) allow the converter to stay in the supercurrent state while no trigger

tone is applied (and thus dissipate zero power while doing nothing) and b) provide for the

generation of single phase slips (SFQ pulses) for each clock cycle of an applied trigger tone.

Hence, while Figs. 4.3(e, f) show that there indeed is a region in which Shapiro steps are

formed, Fig. 4.3(g) shows the true operable region: the region in which (not) applying a

trigger tone results in (staying in the supercurrent branch) the output of single SFQ pulses.

The results of our simulation show that the operable region really starts becoming wide at

Lsw & 23 pH, implying βL & 2.8, which is compatible with previous documentations of

this circuit [83, 84, 168] which suggest 2 < βL < 6.
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Figure 4.3: dc/SFQ converter WRSpice simulation results (a) Circuit diagram used for the
dc/SFQ converter described in this work. Each JJ is overdamped by an explicit shunt resistor
(not drawn). Circuit parameters are listed in Table 4.1. (b) Optical micrograph of the dc/SFQ
converter circuit used in this work. (c) Simulated time response of a properly functioning
converter circuit; for each cycle of ωd, a single SFQ pulse is output. (d) Simulated IV
characteristic curve of the converter circuit; a Shapiro step of height ∆V = (Φ0/2π)ωd
implies one SFQ pulse per cycle ofωd. (e) Simulated IV curve as a function of Lsw with no
trigger tone. (f) Simulated IV curve as a function of Lsw withωd/2π = 5 GHz and power
-60 dBm. (g) Difference between (e) and (f), highlighting the 10 µV Shapiro step.
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Inductors Junctions
inductor value (pH) junction area (µm2)
Lb 0.08 JR1 4
Lin 3.35 JR2 3
Lsw 22.0 Jsw 4
Lout 2.11 JJTL 5.5
L1 1.29 Resistors
L2 1.29 resistor resistance (Ω)
L3 0.69 RR1 5.5
L4 0.21 RR2 3
L5 0.18 Rsw 3.7
L6 1.14 RJTL 3
L7 1.74
L8 0.13

Table 4.1: List of parameters for the circuit elements comprising the dc/SFQ converter in
Fig. 4.3(a).

4.2.3 Hybrid Device Overview

The experiment involves a transmon qubit cofabricated with an SFQ driver circuit on a

high-resistivity Si(100) substrate. In Fig. 4.4(a) we show a micrograph of the completed

circuit, and in Fig. 4.4(b) we present the circuit diagram. The transmon qubit [blue in

Fig. 4.4(a, b)] includes a flux-tunable compound JJ with asymmetry of approximately

2:1 [or d = 1/3 in Eq. (2.19)] [170]. For the experiments described here, the qubit is

tuned to its upper flux-insensitive sweet spot with fundamental transition frequency

of ω10/2π = 4.958 GHz; the qubit anharmonicity is α/2π ≈ −220 MHz. The qubit is

independently addressable with either shaped microwave tones or SFQ pulses and is

measured via standard heterodyne detection through a λ/4 coplanar waveguide (CPW)

resonator (yellow) with a resonance frequency of 6.15 GHz, decay rate κ = (500 ns)−1, and

resonator-qubit coupling of g/2π ∼ 100 MHz. The SFQ driver circuit [green in Fig. 4.4(a, b)]

is based on a standard dc/SFQ converter [83, 84] and is detailed previously in Sec. 4.2.2.

The output of the driver is coupled via a single-cell Josephson transmission line (JTL) to a

short superconducting microstrip with characteristic impedance ∼ 1 Ω; the microstrip is



67

(b) fabricated chip

classical
circuit

quantum
circuit

(d)

(c) Nb/Al-AlOx-Al/Nb JJPd shunt resistor

(e)

20 60 100
0

0.5

1

20 60 100
0.5

0.75

1

(a)

high resistivity Si

SiOx wiring dielectric

3.
5 

m
m

Figure 4.4: Overview of the quantum-classical hybrid circuit. (a) False-color optical micro-
graph of the SFQ driver circuit (green) with capacitive coupling (red) to the superconduct-
ing transmon qubit (blue). The qubit is coupled to the voltage antinode of a λ/4 coplanar
waveguide resonator (yellow) and is biased by a dc flux line (blue). The SFQ driver is trig-
gered by a microwave tone delivered via a Z = 50 Ω CPW transmission line (purple). The
distance between the SFQ driver and qubit is approximately 3.5 mm. (b) Circuit diagram
for the device of (a). Each JJ in the classical circuit is shunted by a thin-film Pd resistor (not
shown). (c) False-color cross-sectional SEM micrograph showing layer stack in the vicinity
of a Nb/Al-AlOx-Al/Nb JJ of the SFQ driver. The Nb wiring layers (blue) are separated by
SiOx dielectric layers (brown); the driver junctions are formed in vias in the dielectric layer
separating the second and third Nb metal layers. Pd resistors (red) shunt the junctions of
the driver circuit. (d-e) Conventional microwave-based characterization of qubit energy
relaxation (d) and dephasing (e) with extracted characteristic times T1 = 23.6(6) µs and
T∗2 = 24.4(8) µs, respectively.

terminated in a coupling capacitance Cc [red in Fig. 4.4(a, b)], which delivers SFQ pulses

to the qubit. The SFQ driver circuit is biased with a dc current Ib (green) and an external

microwave trigger tone at frequencyωd (purple); a properly biased circuit will output a

single SFQ pulse for each cycle of the trigger waveform. We summarize the key fabrication

steps used to realize the hybrid circuit below and describe the methods used to find an

operating point after.
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4.2.4 Hybrid Device Fabrication

The qubit capacitor, CPW readout resonator, and surrounding microwave ground plane

are realized in a 180 nm-thick Nb film grown by dc magnetron sputtering. The dielectric

materials required for the multilayer stack are deposited using plasma enhanced chemical

vapor deposition (PECVD). The SFQ driver circuit incorporates three superconducting Nb

layers, two insulating SiOx layers, one normal metal Pd layer, and four Nb/Al-AlOx-Al/Nb

JJs with critical current density Jc ∼ 1 kA/cm2 and areas {3, 4, 4, 5.5} µm2. The SFQ driver

JJs are shunted by thin-film Pd resistors formed by electron-beam evaporation and liftoff. In

areas where good metallic contact is required between wiring layers, an in situ Ar ion mill

cleaning step is used to remove native NbOx prior to metal deposition. Figure 4.4(c) shows

a cross-sectional scanning electron microscope (SEM) image of the layer stack in the vicinity

of the SFQ driver obtained following a focused ion beam mill through the circuit. Here,

the Nb layers are false-colored in blue, the SiOx dielectric layers are colored brown, and the

Pd shunt resistor is shown in red. A black ×marks the location of a Nb/Al-AlOx-Al/Nb

junction interface.

Throughout fabrication of the multilayer SFQ driver, a blanket layer of SiOx is used to

protect the areas where the readout resonator and qubit capacitor and junctions will be

formed. Following completion of the SFQ driver circuit, this dielectric protection layer is

completely removed [171] and the quantum circuit is patterned and etched. Formation

of the qubit junctions is the final step of the process. The transmon junction electrodes

are defined using electron-beam lithography with a standard MMA/PMMA resist bilayer.

The qubit junctions are grown via double-angle Al evaporation with a controlled in situ

oxidation between the two deposition steps. A detailed and sequential list of steps to

fabricate the device follows below with a summary of each layer in Table 4.2

1. Layer M1: A bare intrinsic Si wafer is coated with a film of Nb after stripping the

native SiOx with hydrofluoric (HF) acid. Here and below, sputter conditions are tuned
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to yield films with slight compressive stress [145]; the deposition rate is 45 nm/min.

This layer is patterned with an i-line step-and-repeat (stepper) lithography tool and

etched with a Cl2/BCl3-based inductively coupled plasma (ICP). During this and

the following six steps, the area of the die that will ultimately support the readout

resonator and qubit is left unpatterned and unetched.

2. Layer D1: A plasma-enhanced chemical vapor deposition (PECVD) process is used

to grow a conformal layer of SiOx. This layer is patterned with an i-line stepper

and etched with a CHF3-based reactive ion etch (RIE) plasma. The RIE power and

pressure are optimized to transfer a 45◦ slope into the dielectric sidewalls in order to

promote step coverage of subsequent layers [see Fig. 4.4(c)].

3. Layer M2: The bottom Nb electrode for the SFQ JJs is sputtered. This layer is patterned

with an i-line stepper and etched with an SF6-based RIE plasma.

4. Layer D2: Another SiOx layer is grown by PECVD. This layer is patterned in the same

manner as in step 2. At this step, particular care is taken to eliminate solvent or other

organic residues from the dielectric vias, as these vias will define the SFQ JJs.

5. Layer M3: The SFQ JJs and bias wiring are formed in the following process:

(a) The wafer is transferred into the sputter system load-lock chamber and the

chamber is pumped down for ∼ 1 hour.

(b) While the load lock is pumping out, the primary vacuum chamber is “seeded”

with pure O2 using similar conditions to the actual junction oxidation. We find

that this step improves the reproducibility of the junction specific resistance by

ensuring as similar a chamber chemistry as possible from run to run.

(c) The wafer is transferred into the primary vacuum chamber and the system is

allowed to pump down to base pressure (about 5× 10−8 Torr).

(d) An in situ ion mill is used to remove the NbOx from the M2 electrode layer.



71

(e) An Al seed layer of thickness ∼ 8 nm is sputtered.

(f) The barrier oxide is grown. The AlOx barrier layer is seeded by flowing O2 at

low pressure (∼ 1 mTorr) for 2 minutes. The chamber is then valved off from

the pumps and the O2 pressure is quickly ramped to the target value (typically

∼ 100 mTorr), where it remains for the duration of the oxide growth (typically

about 10 minutes).

(g) The growth chamber is pumped back to vacuum. An Al cap layer of ∼ 6 nm

thickness is sputtered, followed by the 90 nm Nb junction counterelectrode.

This layer is patterned with an i-line stepper. The Nb is removed with an SF6-based RIE

plasma while the Al-AlOx-Al is removed with a TMAH-based photoresist developer

wet etch.

6. At this point, it is possible to probe the 4-wire resistances of witness junctions co-

fabricated on the die with the SFQ/qubit circuit. The expected critical currents are

extracted using the Ambegaokar-Baratoff relation [146].

7. The SiOx layer protecting the area of the qubit and readout resonator is now patterned

and etched as in step 2.

8. The readout resonators and qubit capacitor are defined in the M1 Nb layer using

pattern and etch processes as in step 1.

9. Layer R: A negative photoresist is patterned with an i-line stepper to define the shunt

resistors. The resistors are formed by electron-beam evaporation of Pd following an

in situ ion mill and deposition of a thin (∼3 nm) Ti adhesion layer. Liftoff is performed

in acetone at room temperature over several hours with slight manual agitation of

the wafer.

10. Layer QP (optional): A negative photoresist is patterned with an i-line stepper to

define the normal metal QP traps. The traps are formed by electron-beam evaporation
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of Cu following an in situ ion mill and deposition of a thin (∼3 nm) Ti adhesion layer.

Liftoff is performed in acetone at room temperature over several hours with slight

manual agitation of the wafer.

11. Layer QB: The qubit junctions are defined using a Dolan bridge process [53] involving

an MMA/PMMA stack patterned with a 100 keV electron-beam writer. The Al-AlOx-

Al stack is shadow evaporated in a high vacuum electron beam evaporation tool

following an in situ ion mill to ensure good metallic contact to the base layer (M1).

4.2.5 Experimental Setup

The device is wirebonded in an SMA-connectorized Al package and loaded on the ex-

perimental stage of a dilution refrigerator. Low-bandwidth coaxial cabling is used for

the current bias Ib of the SFQ driver and the flux bias IΦ of the transmon qubit. The

measurement setup is shown in Fig. 4.6. The microwave tones used to read out the qubit,

perform microwave control of the qubit, and trigger the SFQ pulse driver are all generated

through single-sideband modulation of a local oscillator (LO) carrier wave with shaped

intermediate frequency (IF) signals. Arbitrary waveform generators (AWG) with an output

rate of 1 GS/s and 14-bit resolution generate the IF tones and are directly connected to the

in-phase (I) and quadrature (Q) ports of an IQ mixer. The shaped microwave pulses for

qubit control and readout are passed through digital variable attenuators before merging

on a 3 dB combiner and entering the cryostat. The readout and microwave control tones

pass through multiple stages of attenuation and filtering at the 4 K and mK stages of the

dilution refrigerator prior to reaching the device. After interacting with the device, the

qubit readout tone passes through several stages of isolation and filtering prior to ampli-

fication at 4 K using a high electron mobility transistor (HEMT) amplifier. The readout

tone is further amplified at room temperature. The same LO used to generate the readout

signal is used for heterodyne detection of the qubit state. The downconverted IF tones from

qubit measurement are sampled at 500 MS/s with 8-bit resolution and demodulated and
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Figure 4.5: Shapiro step data for the dc/SFQ converter. (a) Basic wiring diagram for this
experiment. A trigger tone at frequencyωd irradiates the dc/SFQ converter input and a dc
bias current Ib is generated by a room-temperature low-noise voltage source in series with
a resistor-capacitor filter network (capacitors not drawn; the knee frequency was approx.
1/RC ∼ 10 kHz); the voltage response of the converter Vb is measured using a similarly
filtered network and a room-temperature low-noise amplifier. This diagram is meant only to
show the essential components needed for this experiment; the full wiring diagram is shown
in Fig. 4.6. (b) Characteristic IV curves for the dc/SFQ converter whereωd/2π = 1.65 GHz.
Here, we can see the Shapiro step of height ∆V ≈ 3.4 µV for appropriate applied trigger
power.

analyzed in software. For all of the work presented here, we employ so-called “bright-state”

readout of the qubit [114]. The microwave tone used to trigger the SFQ pulse driver is

conditioned with a low-pass filter that provides strong rejection at the qubit fundamental

frequencyω10. The trigger tone passes through multiple stages of attenuation and filtering

at the 4 K and mK stages of the cryostat before reaching the device. Both the qubit flux

bias and the dc bias current for the SFQ pulse driver are generated by isolated low-noise

voltage sources at room temperature. These signals are conditioned by multiple stages of

filtering at the 4 K and mK stages of the cryostat.

Prior to investigation of SFQ-based gates, the transmon qubit and SFQ pulse driver

are characterized separately. The qubit is flux tuned to its upper sweet spot to reduce

susceptibility to flux noise [170]. Microwave excitation pulses are coupled to the qubit

via off-resonant drive through the readout resonator. Standard inversion recovery and

Ramsey sequences are used to determine the qubit energy relaxation and dephasing times
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T1 and T∗2 , respectively; data from these experiments are shown in Fig. 4.4(d, e). We find

relaxation times in excess of 20 µs. These times are compatible with relaxation times that

are achieved in planar transmon qubits fabricated using a single double-angle evaporation

step that avoids lossy dielectrics [43]. Meanwhile, bringup of the SFQ driver circuit involves

measurement of the device IV-characteristic curves. In the absence of applied microwave

drive at the trigger input, the critical current Ic of the device is around 130 µA. Proper

operation of the SFQ driver is determined by biasing Ib near the critical current and applying

microwave drive to the trigger input. For appropriate drive amplitude, the application of

an oscillatory tone at frequencyωd induces a Shapiro step in the driver IV curve [Eq. (4.10)].

Figure 4.5 shows such data acquired for the circuit used in this work.

While the data presented here is taken on the mK stage of a DR, we did find it useful to

pre-screen these devices. A typical workflow is as follows:

• Use a room-temperature four-wire probe station to measure the room-temperature

characteristics of witness JJs and resistors. Using these values and [59, 60, 146], verify

that the damping parameter is expected to be βC < 1.

• Wirebond the sample to a custom PCB outfitted with bias resistors which emulate

the dc bias circuitry in Fig. 4.6 and submerge it into liquid He. IV curves for both the

unshunted witness Nb/Al-AlOx/Nb JJs as well as for the dc/SFQ converter circuit

are obtained. An rf tone is used at this point to induce Shapiro steps [169], ensuring

proper circuit operation.

• Wirebond the sample to an Al package and mount in the cold stage of an adiabatic

demagnetization refrigerator using dc and rf wiring and filtering substantially similar

to that of Fig. 4.6. Once cold, verify that the dc/SFQ converter circuit works as

intended at mK. Next, perform simple measurements with a vector network analyzer

and dc sources to learn if the qubit fabrication was successful (e.g., look for a dispersive
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shift in the lower-power regime of the qubit-cavity system and flux-tune the qubit to

pull the dressed-cavity).

• If all previous steps pass, load the device into the cold stage of a DR and perform

detailed measurements, the results of which are presented here.

4.3 SFQ Pulses for Qubit Control

Following establishment of coarse operating points for the qubit and SFQ driver, the qubit

itself is used to fine-tune SFQ-based gate operations. We apply a microwave tone at a

subharmonic of the qubit frequency ωd = ω10/n, where n ∈ {2, 3, 4, . . . }, to the driver

trigger input for varying time and sweep the converter bias Ib . Ic while monitoring the

state of the qubit [Fig. 4.7(a)]. In this device, subharmonic drive is essential in order to

circumvent direct microwave crosstalk from the trigger line to the qubit. For a broad range

of driver bias current, the qubit Rabi frequency is approximately independent of driver

bias. Similarly, the Rabi frequency is independent of microwave trigger drive power over a

broad range (not shown); this is expected, as the SFQ driver acts as a threshold comparator

generating a single SFQ pulse per period of the trigger waveform. From this measurement,

we select the optimal current bias and microwave trigger power to produce clear qubit

Rabi oscillations.

At this point, we use SFQ pulse trains to perform conventional qubit experiments. In

Fig. 4.7(b) we show the results of an SFQ-based Rabi experiment where the SFQ pulse

frequency is swept over a narrow interval in the vicinity ofω10/3 to produce the familiar

“chevron” interference pattern. From the data we determine the length of SFQ-based π/2

and π gates, which we denote as XSFQ/2 and XSFQ, respectively. For n = 3, the duration of

the XSFQ/2 (XSFQ) gate is 14 (28) ns, corresponding to 23 (46) discrete SFQ pulses. From the

measured Rabi frequency and Eq. (4.1) we determine the coupling capacitance Cc = 400 aF

between the driver and qubit circuits. Once theXSFQ/2 gate is defined, we perform a Ramsey
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Figure 4.7: Basic qubit operations driven by SFQ pulses. (a) SFQ-based Rabi oscillations as a
function of bias current Ib to the SFQ driver circuit. Here,ωd = ω10/3 ≈ 1.65 GHz. (b) Rabi
chevron experiment and (c) Ramsey fringe experiment where the SFQ pulse frequencyωd
is varied slightly in the vicinity ofω10/3. (d) (main) Time trace of a single SFQ-based Rabi
flop obtained with a pulse rate ω10/41 = 120.90 MHz. (inset) A zoom-in on discrete steps
in P1(t) occurring every 8.3 ns, the SFQ pulse-to-pulse timing interval.

interferometry experiment [Fig. 4.7(c)]; we obtain familiar interference fringes oscillating

with a frequency corresponding to three times the detuning of the SFQ pulse train from

ω10/3. Another experiment we have performed is a wide-range sweep of the trigger tone

frequency ωd. In Fig. 4.8, we sweep ωd from ω10/10→ ω10/4, while monitoring the state

of the qubit; at the various subharmonics ofω10 that we pass, we see indications of coherent

oscillations.

By triggering the SFQ driver at a much lower frequency and delivering a dilute SFQ

pulse train to the qubit, we can map out the terraced trajectory of the qubit state vector

on the Bloch sphere evoked by the name of the DANTE pulse sequence. In Fig. 4.7(d) we

show data from a qubit Rabi flop obtained with an SFQ pulse train triggered at a deep

subharmonicωd = ω10/41. The discrete steps induced by the individual SFQ pulses are

evident and emphasized in the figure inset.
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(a) (b)

Figure 4.9: (a) Illustration depicting SFQ pulse sequences for orthogonal qubit control.
The resonant X-sequence establishes a timing reference; a change in the relative timing of a
second resonant sequence can be used to access different orientations of the qubit control
vector in the equatorial plane of the Bloch sphere. A YSFQ-sequence is shifted in time by one
quarter of the qubit oscillation period with respect to the XSFQ-sequence. (b) Generalized
Rabi scans for resonant SFQ pulse trains triggered at subharmonic frequencyω10/3 (left)
and ω10/41 (right), respectively. The pulse sequence is shown below the figure. The
radial coordinate is swept by incrementing the duration of RSFQ(t,φ) from 0 ns to 60 ns
(left) or 660 ns (right), while the polar angle corresponds to the phase φ of the trigger
waveform used to generate the pulse train. The length and phase of each XSFQ/2 pulse are
fixed. Adjustment of the phase φ of the trigger waveform by π/2n provides access to an
orthogonal control axis; here, n is the subharmonic drive factor. The 2n-fold symmetry of
the plots is explained by the fact that subharmonic drive automatically yields an n-fold
increase in the number of (time-shifted) resonant sequences that access the same control
vector on the Bloch sphere, and by the fact that our sequence doesn’t distinguish between
positive and negative rotations (yielding an additional doubling of the symmetry of the
plot). On the left panel, we label rays corresponding to trigger waveform phases that yield
±XSFQ,±YSFQ rotations.

4.3.1 Orthogonal Axis Control with SFQ Pulses

Any complete qubit control scheme requires rotations about orthogonal axes. In the case

of conventional microwave-based qubit control, the direction of the rotation is set by the

phase of the pulse. For SFQ-based control, the relative timing of two resonant SFQ pulse

trains determines the directions of the corresponding control vectors in the equatorial plane

of the Bloch sphere. We first consider the case of resonant drive at the qubit fundamental

frequency. We arbitrarily choose the relative timing of one sequence to correspond to

the XSFQ-rotation. For a second resonant pulse sequence that is shifted in time by τwith
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Figure 4.10: Trajectory of an XSFQ pulse driven at ω10/41. Here, each rotation length is
repeated three times followed by a different axis projection to perform the three measure-
ments required to determine its coordinates on the Bloch sphere.

respect to the first, the qubit sees a control vector that is rotated by an angle φ = ω10τ in

the equatorial plane. For example, the pulse train for the YSFQ-gate is shifted by an amount

τ = π/2ω10 (one quarter of an oscillation period) with respect to that of the XSFQ-gate; see

Fig. 4.9(a). In practice, the relative timing between pulse trains τ is controlled by adjusting

the phase of the SFQ trigger waveform using standard heterodyne techniques.

For SFQ drive at a subharmonic of the qubit frequency, timing shifts between sequences

induce a faster rotation of the angle of the control vector by φn = nω10τ, where n is the

subharmonic drive factor. Figures 4.9(b, c) display generalized 2D Rabi data for qubits

driven with SFQ pulse trains atω10/3 and ω10/41, respectively. A Rabi pulse with varying

duration and phase is inserted between two SFQ-based π/2 gates whose timing defines the

X-direction. In these plots, the duration t of the control sequence is encoded in the radial

direction, the polar coordinate is given by the phase of the SFQ trigger tone at frequency

ωd = ω10/n, and the measured qubit population is plotted in false color. We see clear

2n-fold symmetry in the scans: pulse trains shifted by 2π/nω10 are equivalent, while the

additional factor of 2 comes from the fact that the sequence does not distinguish between

positive and negative rotations. In the plots, polar angles that yield high-contrast Rabi
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oscillations correspond to control in the ±X directions, while polar angles that yield no

oscillation correspond to orthogonal control in the ±YSFQ directions. We have used this

style of orthogonal control to also perform tomography on the trajectory of an XSFQ pulse

driven atω10/41. The data from this scan is shown in Fig. 4.10, where the colorscale is the

pulse duration and the two plots show the full three-coordinate trajectory of the pulse.

4.3.2 Randomized Benchmarking of SFQ Gates

Gate Length
(π/2 gates)

Gate Length
(SFQ pulses) Gate Sequences

0 0 I

1 23 ±X/2
±Y/2

2 46 X

Y

X/2, ±Y/2
−X/2, ±Y/2
Y/2, ±X/2
−Y/2, ±X/2

3 69 X, ±Y/2
Y, ±X/2
−X/2, ±Y/2, X/2
±X/2, Y/2, ±X/2

4 92 X, Y

Table 4.3: List of the 24 composite single-qubit Cliffords used in this work and their
respective lengths in number of SFQ pulses.

With orthogonal control now established, it is possible to generate the full single-qubit

Clifford set. Here, we have used interleaved RB [165, 172, 173] to evaluate the fidelity of

SFQ-based Clifford gates. Here, we use the single-qubit composite Clifford set, which

constitutes a complete group. A way one might think of this gate group is as an axes

rotation set; when looking at the Bloch sphere, it is rotationally symmetric, and thus the

+x-axis can be arbitrarily chosen to lie along one of six directions. Once the +x-axis is

chosen, another rotation shows a symmetry in which there are four options for the +z-axis.
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Figure 4.11: Randomized benchmarking (RB) of SFQ-based gates. (a) Protocol for ran-
domized benchmarking of a quantum gate set [172, 173]. Here, the qubit initial state is
assumed to be |0〉 and is operated on bym random Cliffords Ci. The final Clifford C−1 is
chosen such that it will invert the entire prior sequence and return the qubit to |0〉 in the
absence of errors. (b) Protocol for benchmarking of a single gate Cint within the Clifford set,
so-called interleaved randomized benchmarking [165]. Operationally, it is similar to the
procedure in (a) except that the gate of interest is interleaved between the random Cliffords
Ci. (c) Depolarizing curves for all Cliffords and for the interleaved gate sequence designed
to probe the Cint = XSFQ/2 gate as a function of the number of Clifford operations. The
(blue, orange) traces correspond to SFQ sequences with pulse rateωd = ω10/3, while the
(yellow, purple) traces correspond to pulse rate ωd = ω10/41. A full list of gate fidelities is
given in Table 4.4. (d) Gate fidelity F for pulse rateωd = ω10/3 as a function of the number
of phase slips in the driver circuit. Here, we see a general trend that a gate requiring
more phase slips results in a lower gate fidelity. This can be understood by the idea that
quasiparticles generated in the driving circuit for every phase slip are poisoning the qubit.
This is discussed in detail in the main text.

Hence there are 6× 4 = 24 single-qubit Clifford operations, which are outlined in Table 4.3.

The experiment is run as follows [165]:

1. Choose a value of m – the maximum practical value of this will depend on how

quickly the system depolarizes

2. Selectm random Cliffords from the list in Table 4.3

3. Starting at |0〉, apply the gate sequence

Ctot =

[
m∏
i=1

Ci

]
C−1, (4.12)
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where Ci is a random Clifford and the final gate C−1 returns the qubit to |0〉. Measure

the qubit state. This procedure is depicted in Fig. 4.11(a).

4. Repeat step 3 except this time replace the operator sequence with

Ctot,i =

[
m∏
i=1

CiCint

]
C−1, (4.13)

where Cint is a Clifford gate of interest to be benchmarked. Measure the qubit state.

This procedure is depicted in Fig. 4.11(b).

5. Repeat this process starting at step 3 using the same randomly chosen sequence k

times to build up the probability of measuring |0〉.

6. Start over from step 2, and repeat the entire above process j times for the same value

of m. Here, larger values of j give a broader random sampling of gate-dependent

errors from the whole Clifford set.

7. Start over from step 1, and repeat the entire protocol for several values ofm.

Following the above procedure, one can plot the average post-sequence |0〉 visibility – in

other words, the average probability of returning the qubit to |0〉 after both Ctot and Ctot,i –

and fit the two resulting depolarizing curves (with and without the interleaved gate Cint)

to a power law [165]

Fseq(m) = Apm + B, (4.14)

where state preparation and measurement (SPAM) errors are absorbed into the constantsA

and B and the depolarizing parameter p represents the average error rate r over all Cliffords

(calculated by r = (d − 1)(1 − p)/d, where d = 2n is the dimensionality of the system;

n is the number of qubits). This will result in two depolarizing parameters: one for the

standard RB and another for the interleaved gate sequence. These provide the error of the
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Gate Fω10/3 Fω10/41

XSFQ 0.94(1) 0.91(2)
XSFQ/2 0.955(8) 0.93(3)
−XSFQ/2 0.957(5) 0.95(3)
YSFQ 0.939(5) 0.94(3)
YSFQ/2 0.969(6) 0.92(3)
−YSFQ/2 0.946(6) 0.95(2)

Table 4.4: SFQ gate fidelities measured with randomized benchmarking.

gate of interest by

rint =
(d− 1)(1 − pint/p)

d
, (4.15)

where pint (p) is the depolarizing parameter from the interleaved (standard) RB procedure.

The gate fidelity is then defined by F = 1 − rint. This style of procedure has been used

in a wide variety of applications in superconducting qubits including the automated

calibration of quantum gates [174], the probing of phase noise on otherwise difficult-to-

access timescales [175], and has also been used to characterize two-qubit gate processes [176,

177]. There is also work showing that one is able to efficiently benchmark non-Clifford

gates in a similar fashion [178] as well as work in progress providing for three-qubit gate

benchmarking [179].

Figure 4.11(c) shows example depolarizing curves and Table 4.4 lists extracted gate

fidelities F for the XSFQ,±XSFQ/2, YSFQ,±YSFQ/2 gates realized with subharmonic drive at

both ω10/3 (XSFQ-gate time of 28 ns) and ω10/41 (XSFQ-gate time of 380 ns). For drive at

ω10/3, we find gate fidelities in the range 94-97%; for drive atω10/41, the fidelities are only

slightly lower, in the range from 91-95%. In all cases, infidelity is dominated by enhanced

qubit relaxation and dispersion induced by QP poisoning from operation of the dissipative

SFQ driver; we discuss this effect in detail in the next section. Generally, the shorter π/2

sequences show higher fidelity than the longer π sequences. This can be understood from

the fact that the total number of generated QPs depends on the number of phase slips
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Figure 4.12: QP poisoning of the qubit induced by operation of the SFQ driver. (a) Energy
decay curves with and without a prior applied poisoning pulse from the SFQ driver. The
enhanced relaxation rate can be attributed to an increase in the mean number of QPs 〈nQP〉
coupled to the qubit. (b) 〈nQP〉 versus number of phase slips in the SFQ poisoning pulse.
We find 1.6(2)× 10−3 QPs couple to the qubit per JJ phase slip. The lengths of single XSFQ
(blue) and XSFQ/2 (orange) gates are shown for reference. (c) QP recovery experiment for a
fixed poisoning pulse (∼ 20k phase slips) as a function of the time between the poisoning
pulse and the T1 experiment.

and hence on sequence length, and so the experimentally found relationship between

gate fidelity F and the number of phase slips required to perform said gate is shown in

Fig 4.11(d). It is also notable that gate fidelities at the two subharmonic drive frequencies

are roughly comparable, despite the order-of-magnitude difference in sequence length. In

the following, we provide a detailed discussion of QP poisoning in the quantum-classical

hybrid circuit.

4.4 Quasiparticle Poisoning

Nonequilibrium QPs are a well-known source of decoherence [180, 181] and temporal

instability [78, 182, 183] in Josephson qubits. There have been prior detailed studies of QP

poisoning in phase [184, 185], charge [186], flux [78], and transmon [187, 188] qubits. A vari-

ety of approaches to the suppression of QP poisoning have been explored, including normal

metal “traps” [189–192], optimization of device geometry [188], gap engineering [193, 194],
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trapped magnetic flux vortices [188, 195], and dynamical QP pumping sequences [196].

Generally speaking, the most reliable strategy to suppress QP-induced decoherence is to

minimize the generation rate of nonequilibrium QPs by housing the qubit in a light-tight

enclosure with extensive IR filtering and by employing inline filters in order to minimize

the flux of pair-breaking photons to the qubit chip [197, 198]. For the approach we pursue

here, however, it is impossible to avoid QP generation at the device level. Each clock cycle

of the trigger waveform induces four phase slips in the driver circuit, one in each JJ of the

dc/SFQ converter; each phase slip is accompanied by QP generation. Since the SFQ driver

and qubit circuit are located on the same substrate, the generated QPs will poison the qubit

circuit either by direct diffusion or by phonon-mediated coupling [190].

4.4.1 QP Effect on Qubit Characteristics

We investigate the influence of nonequilibrium QPs by intentionally poisoning the qubit

with an off-resonant SFQ drive that generates QPs at a well-defined rate while producing

negligible coherent excitation of the qubit. In the experiments described in this Section, all

coherent qubit manipulations are performed using conventional microwave techniques, and

the SFQ driver is used exclusively to generate QPs. Figure 4.12(a) shows energy relaxation

curves for two separate T1 experiments, one with and one without a prior poisoning pulse

consisting of 640 phase slips delivered at a rate ωd/2π = 1.6 GHz; the poisoning pulse

length corresponds to approximately seven XSFQ/2 gates. We fit the measured relaxation

curves to the following relation to extract the mean number of QPs coupled to the qubit

〈nQP〉 by the poisoning pulse [182]

P1(t) = exp
[
〈nQP〉

(
e−t/T1,QP − 1

)
− t/T1,R

]
; (4.16)

here, 1/T1,QP is the decay rate of the qubit per QP and 1/T1,R is the residual decay rate from

all other loss channels. In the absence of an explicit poisoning pulse, we find a background
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〈nQP〉 = 0.10(1) [blue curve in Fig. 4.12(a)]. In contrast, the 640-phase slip poisoning pulse

leads to 〈nQP〉 = 1.03(9) [orange curve in Fig. 4.12(a)]. In Fig. 4.12(b) we show results from

a series of poisoning experiments where the length of the poisoning pulse is varied prior

to the T1 scan. We observe a slow initial turn-on of QP poisoning. For short poisoning

pulses, it is likely that nonequilibrium QP density in the vicinity of the SFQ driver is too

low to provide for significant phonon-mediated poisoning of the qubit [190], as this process

relies on high local QP densities to promote recombination and phonon emission in the

vicinity of the SFQ driver. However, following approximately 250 phase slips, we observe

a linear increase in 〈nQP〉 with respect to the number of phase slips in the poisoning pulse.

In this regime, we find that a single phase slip in the SFQ driver couples approximately

1.6(2)× 10−3 QPs to the qubit. In a related experiment, we insert a variable delay between

a fixed QP poisoning pulse and the T1 scan. In Fig. 4.12(c) we plot 〈nQP〉 as a function of

recovery time following the QP poisoning pulse. We observe an exponential decay of 〈nQP〉

with an effective trapping time of s−1 = 17.6(3) µs; this trapping time is consistent with

that observed in prior studies of QP poisoning of linear microwave modes in thin-film

devices [190].

The complex QP admittance seen by the qubit includes both real and imaginary parts;

while the former leads to enhanced relaxation, the latter induces a qubit frequency shift. We

have examined the connection between QP loss and dispersion in our device by performing

both T1 and Ramsey experiments following intentional QP poisoning pulses both with a

variable number of phase slips and fixed recovery time [Figs. 4.13(a-c)] and a fixed number

of phase slips followed by a variable recovery time [Figs. 4.13(d-f)]; these scans provide

access to both the QP contribution Γ to the qubit relaxation rate and to the frequency shift

δω10 induced by the presence of nonequilibrium QPs as prescribed by

Γ ' Re {YQP (ω10)}

C
(4.17)

δω10 ' −
Im {YQP (ω10)}

2C
. (4.18)
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Figure 4.13: (a) Qubit relaxation and dephasing rates as functions of the number of phase
slips used to poison the circuit for a fixed recovery time of 24 ns. The experiment block
sequence above the plot is valid for panels (a-c). (b) Extracted Ramsey detuning as a
function of the number of phase slips used to poison the circuit for a fixed recovery time
of 24 ns. Here, there was a purposeful detuning of 5 MHz from the qubit frequency at
zero poisoning. (c) Parametric plot of qubit frequency shift δω10 versus QP-induced decay
rate Γ using data from (b) and (a), respectively. (d) Qubit relaxation and dephasing rates
as functions of recovery time for a fixed number of circuit poisoning phase slips. The
experiment block sequence above the plot is valid for panels (d-f). (e) Extracted Ramsey
detuning as a function of recovery time for a fixed number of circuit poisoning phase
slips. Here, there was a purposeful detuning of 7.5 MHz from the qubit frequency at zero
poisoning. (f) Parametric plot of qubit frequency shift δω10 versus QP-induced decay rate
Γ using data from (e) and (d), respectively.
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In Fig. 4.13(c, f) we show parametric plots of δω10 versus Γ for various numbers of phase

slips and recovery times, respectively; we observe a clear linear relationship between QP

loss and dispersion in both cases, however with a different linear slope for both experiments.

Within a simplified model that assumes rapid relaxation of nonequilibrium QPs to the gap

edge, the ratio of δω10 to Γ can be expressed as [181, 185]

δω10

Γ
= −

1
2

[
1 + π

√
 hω10

2∆

]
, (4.19)

whereω10 is the qubit fundamental transition frequency in the absence of QPs and 2∆ is

the superconducting gap of the junction electrodes. A fit to our data in both cases yields a

slope δω10/Γ that is larger than that predicted by Eq. (4.19); however, the assumption of

low-energy QPs is likely invalid in our experiments, and it is expected that this slope will

depend sensitively on the details of the QP distribution. This assertion is supported by the

fact that for the two performed experiments in Fig. 4.13, we see two very different results

for the δω10/Γ ratio.

4.4.2 QP Effect on Ramsey Experiment

As is visible in Fig. 4.7(c), the Ramsey fringes obtained using pulse-based XSFQ/2 gates

appear asymmetric in nature, which is not the expected case for a good qubit for which

it should not matter whether the drive detuning is positive or negative from the qubit

resonance [199]. In the context of the measured qubit frequency shift as a function of

poisoning and recovery times in Figs. 4.13(b, e), we can begin to understand the mechanism

causing this asymmetry in the interference pattern of Fig. 4.7(c). First, in Fig. 4.13(b) we

see a linear trend in qubit frequency detuning as a function of drive time; in a Ramsey

experiment, this happens during the XSFQ/2 pulses which last for a time t < τπ/2. Then,

in Fig. 4.13(e), we see an exponential decay of this qubit detuning back towards the true

ω10; this happens in a Ramsey experiment during the time period τπ/2 6 t < τπ/2 + τidle.
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Figure 4.14: Ramsey interferometry simulation with dynamic qubit frequency. (a) Plot
of the qubit detuning factor Λξ(t) for Λ = 0.004 and ξ(t) as in Eq. 4.21 and characteristic
times listed in main text. The shaded red regions are the times during which simulated
XSFQ/2 pulses are being driven, inducing a frequency shift. The shaded green region is the
idle time interleaved between the two XSFQ/2 pulses. (b) Ramsey fringes obtained using the
master equation solver in QuTIP [200] to solve the Hamiltonian in Eq. 4.20 by simulating a
Ramsey pulse sequence. The asymmetry is in qualitative agreement with the asymmetry
seen in Fig. 4.7(c).

Finally, the final XSFQ pulse further linearly shifts the qubit, again for the duration τπ/2.

This can be modeled using the time-dependent Hamiltonian

Ĥ =
 hω10

2
[I− (1 +Λξ(t))σ̂z] ; (4.20)

ξ(t) =


t/τπ/2 t < τπ/2

e−(t−τπ/2)/τr τπ/2 6 t < τπ/2 + τidle

e−(τidle−τπ/2)/τr + (t− τidle − τπ/2)/τπ/2 τπ/2 + τidle 6 t

, (4.21)

whereΛ is a factor by which the qubit precession time changes, ξ(t) is the time-dependence

of the detuning on the pulse timing of a simple Ramsey sequence, and τr is the recovery

time of the qubit frequency while QPs exit the qubit system. Here, t is the full experiment

time including the time during both the XSFQ/2 pulses and the idle time interleaving them

(so 0 < t 6 2τπ/2 + τidle). This Hamiltonian along with the appropriate Ramsey pulse
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sequence has been simulated using the master-equation solver in QuTIP [200]. The pulse

sequence, dynamic qubit frequency, and simulation results are shown in Fig. 4.14. Here,

Λ = 0.004, τπ/2 = 30×(2π/ω10), and the characteristic recovery time of the qubit frequency

is τr = 3τπ/2. We see a clear asymmetry in the simulated Ramsey fringes in similar fashion

to those obtained by experiment in Fig. 4.7(c), giving us at least a qualitative explanation

for the measured asymmetry in the experimental data.

4.5 Summary and Current Work

In this Chapter, we have described a quantum-classical hybrid circuit; it is a device which

incorporates a superconducting transmon qubit with a superconducting classical logic

circuit based on a dc/SFQ converter from the RSFQ SCE family cofabricated on the same

Si chip. We have used the dc/SFQ converter circuit to drive arbitrary coherent operations

on the transmon qubit, and we have characterize how well we are able to do this with

this specific device by employing interleaved randomized benchmarking. We find gate

fidelities top out at about F ∼ 95% on average when driving the converter at the third

subharmonic of the qubit frequency. In investigating what potential limitations exist in

our system, we explored in detail the deleterious effect of quasiparticles generated by our

controller circuit on the transmon qubit. We then showed several results which point to

enhanced decoherence and an inadvertent qubit frequency shift as potential culprits insofar

as limitations to quantum operation fidelity.

4.5.1 Multi-chip Module

While the current design has the simplicity of being a single chip, it also suffers from the

fact that the transmon qubit shares a substrate with a naturally dissipative circuit, the

dc/SFQ converter. A natural next step then in the author’s view is to look to the realm

of multi-chip modules utilizing a flip-chip architecture to break the substrate connection
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Figure 4.15: Proposed MCM for SFQ control of a qubit. (a) Schematic circuit diagram
showing which circuit elements will reside on the quantum (flipped) chip and the classical
(carrier) chip. Here, the two chips are arranged in a flip-chip architecture employing
superconducting In bump bonds to mechanically assemble the MCM. A readout bus on
the carrier is used to measure a λ/4 cavity on the flipped chip which is capacitively coupled
to a flux-tunable transmon. The transmon bias is provided via a flux coupled into the
SQUID loop from a current line on the carrier chip. SFQ pulses used for qubit control are
capacitively coupled across the chip-to-chip gap to perform high-fidelity control. (b) Top-
down view of the electronic layout of the first version of this device. The two qubits (QB1
and QB2) to be controlled are labeled. (c) Top-down view of the SFQ control circuitry in
the first version of this device. Here, a single dc/SFQ converter sends an SFQ pulse to a
splitter which results in an SFQ pulse moving both to the left and right for each clock cycle.
The labeled switches control whether or not an SFQ pulse continues on the path towards
its respective qubit. A common bus simultaneously biases the dc/SFQ converter, splitter,
and JTLs. The electronic layouts presented in panels (b, c) were designed, drawn, and later
fabricated by HYPRES, Inc, Elmsford, NY 10523.
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Figure 4.16: (a) Optical photograph of the assembled MCM wirebonded into one of our
standard sample packages. The bottom (top) chip is the carrier (flipped) chip described in
Fig. 4.15(.) The carrier chip was designed and fabricated using HYPRES Process #03-10-45
(Rev. #25), and the final MCM was assembled by HYPRES, Inc, Elmsford, NY 10523. Photo
courtesy of J. Nelson, Syracuse University, Syracuse, NY 13244. (b) Cavity spectroscopy
|S21|

2 as a function of both readout frequencyωRO and flux bias through the qubit SQUID
loop. Here, the periodicity of the dispersively shifted dressed cavity resonance implies
that the flux coupling to the qubit SQUID loop, the qubit-cavity coupling, and the cavity-
readout bus coupling are all functional, and a more thorough characterization has yet to
be done at the time of this writing. Data courtesy C. H. Liu, University of Wisconsin -
Madison, Madison, WI 53706.

between the two circuits. This should reduce the apparent QP poisoning issue to the

quantum circuit in two immediate ways: first, the galvanic connection between the classical

circuit and quantum circuit will not be interrupted by indium bumps, which has a lower

energy gap than niobium. This means that the indium will, in effect, act as a QP trap

preventing stray broken Cooper-pairs from traveling to the quantum circuit. Second,

the break of substrate should prevent phonon mediated QP poisoning, a dominant loss

mechanism as reported by [190]. We believe this next step to be not impractical as far as

qubit performance is concerned; there has been a great deal of progress in recent years

towards MCMs for use with small-scale qubit arrays [201–206] including data suggesting

that a properly engineering MCM can preserve the relatively high coherence times to which

users of modern transmons have grown so accustomed [201, 206].

An initial draft of such an MCM is drawn in Fig. 4.15(a). In this design, only the



94

carrier chip would be subject to wirebonding into the eventual MCM package. All signals

transferred between the classical and quantum chip are done so either capacitively or

inductively; no signals (with the exception of ground currents) are purposefully transferred

via direct galvanic connections. Figure 4.15(b) shows a top-down schematic overview of

the designed circuit. Here, there are two qubit-resonator pairs, both of which are readout

inductively via a readout bus on the carrier chip. Both qubits are controllable by a single

SFQ control circuit (outlined in red). Figure 4.15(c) shows a detailed close-up of the SFQ

control circuitry in this design. Here, a single dc/SFQ converter circuit feeds an SFQ

pulse splitter, resulting in an SFQ pulse moving towards both qubits for each cycle of

the trigger tone at frequencyωd. However, there also exists a switch on either output of

the splitter such that the experimentalist may selectively excite either qubit 1, qubit 2, or

both depending on what they are trying to achieve (one can envision attempting to excite

and measure both qubits simultaneously to shorten the total experimental time) with the

constraint that both qubits will see SFQ pulses at the same rate of arrival due to the nature

of the shared trigger line.

4.5.2 Preliminary MCM Results

To date, there has been a modest amount of progress towards realizing the SFQ control

MCM outlined in the previous Section. First-round devices have been fabricated and

measured in ADRs. Figure 4.16(a) shows an optical photograph of an assembled MCM

which has been wirebonded into an Al box. Figure 4.16(b) shows that at least a few

milestones have been met: we are able to 1) readout a microwave cavity via a chip-to-chip

inductive coupling system, 2) infer that the qubit is coupled to the cavity in some reasonable

fashion, and 3) measure the inductive coupling of the qubit flux line into the qubit SQUID

loop. We have also been able to perform qubit spectroscopy (not shown) in order to identify

the qubit transition frequency, but at the time of this writing the sample awaits experimental

time in a DR for full circuit characterization to both measure the coherence of the qubits in
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MCM and also to attempt high fidelity coherent manipulation of the qubits on the flipped

chip using the SFQ circuitry on the carrier chip.
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5 outlook

5.1 The Vision

One of the motivations for the intense research towards quantum information processing

in the solid state is the success story of the miniaturization of classical computational

devices made from same. At present, however, the relevant solid state qubit technologies

(e.g., quantum dots and Josephson circuits, mentioned previously) are in their infancy

with regard to the LSI (large-scale integration) explosion witnessed by transistor-based

computers. There are significant physics and engineering challenges between the ∼100 qubit

level which some groups in Josephson computing are now reaching and an eventual large-

scale ∼ 100 million qubit processor necessary to build a practical factoring machine [9, 23].

At present, a typical experiment requires approximately one wire per qubit to control and

readout small-scale quantum processors1. A fair concern for the practitioners of Josephson

computing, then, is how does the experimenter control and measure 100 million qubits?

The problem presents itselfat present, as requiring ∼100 million control lines to carry signals

from the room temperature electronics to the quantum processor at the mK stage of a

dilution refrigerator DR. Physical volume limitations aside, the heatload on the mK plate

would be well outside what any modern DR can handle2.

It is therefore interesting to look towards CMOS; modern CPUs are composed of tens of

billions of transistors while maintaining an interconnect count to the outside world of less

than a few thousand. While there are a great many differences between the requirements

of transistor-based CMOS processors and solid-state quantum processors, the takeaway is

that new technologies had to be invented to scale classical computing to the behemoth it is
1See the system wiring diagrams of, e.g.,[156, 207–209] for some relatively modern examples of multi-

qubit wiring diagrams.
2Modern DRs have a ∼ 10 mK stage with a cooling power of, on the very high end, 100 µW. Assuming a

heat load of 1 nW per coaxial cable delivering to the mK stage [210], 100 million wires would impart a total
load of 100 mW. At present, the author is aware of no technology which can provide for a mK environment
with such a high cooling power.
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today, and among those achievements was the reduction of required input hardware to

instruct the processor to perform a calculation and then relay the result back to memory or

the instructor. Using this as a “jumping off point,” one imagines a similar path should be

expected for quantum processors; in fact, practitioners of superconducting qubits already

have a potential path towards building an intra-cryostat, all-superconducting quantum-

classical co-processor in the well-established technologies of classical logic devices based on

superconducting circuits [211]. A simplified schematic outline for what this could look like

from a logic/control standpoint is shown in Fig. 5.1, where the number of arrows connecting

the individual blocks is meant to indicate a relative number of interconnects at different

stages of computation. The “Cryogenic Logic Center” is left arbitrarily vague in construction

because it is impossible at present time to state exactly what technology will work best

for such an endeavor; at present, there have been numerous studies looking at cryogenic

CMOS-based FPGAs [212–217] for the purposes of intra-cryostat logic and superconducting

“flux-DACs” have also been demonstrated as a controller for a superconducting quantum

annealer [218]. Both of these point in the direction of including a classical co-processor in
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the many-qubit cryostat, a path which seems likely inevitable for a large-scale quantum

processor.

5.2 Conclusion

In this thesis, we have described a scheme for coherent qubit control using quantized

flux pulses derived from the SFQ digital logic family. The approach offers a path to tight

integration of a classical coprocessor with a large-scale multiqubit circuit for the purpose

of reducing heat load, latency, and overall system footprint. In current experiments, we

access the full single-qubit Clifford set and achieve gate fidelities F ∼ 95%, measured

using interleaved RB. This result is limited by QP poisoning induced by operation of the

dissipative SFQ pulse driver. However, there are several straightforward modifications

that could be employed in a future implementation to significantly suppress QP poisoning.

For example, it should be possible to fabricate the classical SFQ driver circuit and the qubit

on separate chips that are flip-chip bonded in a multichip module (MCM). With such an

MCM arrangement as depicted in Fig 4.15, SFQ pulses would be coupled to the qubit chip

capacitively across the chip-to-chip gap of the MCM. The natural choice for the MCM bump

bonds, indium, would provide a low-gap barrier to direct QP diffusion between the chips,

and recombination phonons generated by QPs in the bumps would have insufficient energy

to break pairs in the niobium groundplane of the quantum chip. The MCM approach

would have the additional advantage of allowing a modular fabrication, obviating the

need to develop a process flow that protects the delicate quantum circuit from materials-

induced loss associated with the complex, multilayer SFQ driver stack. Ultimately, we view

the MCM approach as the most promising path to scaling the two-dimensional surface

code [23], as it provides for the necessary nearest-neighbor connectivity of the quantum

array while allowing tight integration of proximal control and measurement elements.

There has been significant recent progress in the development of robust superconducting
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indium bump bonding of MCMs [201–206], and it has been shown that qubit coherence

can be fully preserved in a properly designed MCM [201, 206]. There has also been work

done to discuss a potential path forward for the integration of SFQ technology into the

many-qubit cryostat of an eventual large-scale quantum processor [211].

A second straightforward modification to suppress QP poisoning would be to move from

a high-Jc process for the SFQ driver circuit to a low-Jc, millikelvin-optimized process. SFQ

control elements should remain robust against fluctuations at millikelvin temperatures

for critical currents that are two orders of magnitude smaller than those used in the

current work [219]; as the energy dissipated per phase slip scales linearly with critical

current, a millikelvin-optimized SFQ driver is expected to generate nonequilibrium QPs at

a factor ∼100 lower rate. The inductances required for such an SFQ pulse driver would be

correspondingly larger, leading to a larger physical footprint for the SFQ controller; global

optimization of the SFQ control system would require tradeoffs between dissipation and

physical size.

Finally, the incorporation of normal metal QP traps in the hybrid SFQ-qubit circuit

or MCM is expected to significantly suppress QP poisoning. When QPs diffuse into a

normal metal, they interact strongly with electrons and quickly relax below the gap edge,

so that they are unable to re-enter the superconductor. The effectiveness of normal metal

traps in removing nonequilibrium QPs has been demonstrated previously in a variety of

contexts [189, 220–223]. In related work, it has been shown that appropriate engineering

of the spatial profile of the superconducting gap in single-Cooper-pair transistor (SCPT)

devices can be used to confine nonequilibrium QPs to regions of the circuit where they

are unable to degrade device performance [193]. For the application we consider here,

the generation of QPs is localized to the driver elements that undergo phase slips; the

phase slips lead to an elevated local population of nonequilibrium QPs in the vicinity of the

driver. Poisoning proceeds by multiple stages of phonon emission and pair-breaking, so that

extensive coverage of the device with normal metal traps (as opposed to local coverage near
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or surrounding the QP generation point) is required to suppress poisoning. The addition

of QP traps has been shown to suppress QP poisoning of linear resonator modes by 1-2

orders of magnitude [190]. The optimal configuration of QP traps in a quantum-classical

MCM is a question that would likely need to be addressed experimentally.

Once the problem of QP poisoning is addressed, we expect leakage out of the computa-

tional subspace to represent the dominant source of error in SFQ-based gates. While naive,

resonant pulse sequences of the type explored here are expected to yield gate fidelity of

order 99.9% [161], it has been shown that more complex SFQ pulse sequences involving

variable pulse-to-pulse intervals can yield gates with fidelity better than 99.99% [162]. This

is compatible with the fidelities of the best reported microwave-based gates and sufficient

for scaling in the two-dimensional surface code, enabling the realization of a one-day

fault-tolerant quantum computational machine based on Josephson devices.
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