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Abstract

Superconducting quantum bits (qubits) are a leading platform in the race to realize

quantum computing, benefiting from the long coherence and high-fidelity operation

and measurement. However, to realize fault-tolerant quantum computing, one still

needs to push the superconducting qubit to have longer coherent times and find

a practical road map for system scaling up. This thesis discusses two main top-

ics: nonequilibrium quasiparticles, one dominant decoherence channel, and single

flux quantum (SFQ)-based digital control, a potentially scalable quantum-classical

interface.

The huge discrepancy between the measured density of quasiparticle excitations

in superconductors and the density predicted by the Bardeen–Cooper–Schrieffer the-

ory is a longstanding mystery in condensed matter physics. This mystery has taken

new importance in recent years as researchers work to implement quantum proces-

sors based on superconducting quantum circuits, for which nonequilibrium quasipar-

ticles represent a significant coherence channel. It has been proposed that the qubit

structure itself acts as a resonant antenna for millimeter-wave radiation so that the

broadband blackbody emission from higher temperature stages of the cryostat will

efficiently generate quasiparticles at the Josephson junction of the qubit device. In

this thesis, we describe the experimental validation of this model. We develop an

innovative experimental protocol to y dose our qubit devices with millimeter-wave

radiation, and we employ a quantum interferometric gate sequence to map out the

detailed spectral response of the qubits. Furthermore, we show that the qubit ini-

tialization errors, a significant contributor to the quantum processor infidelity, are

dominated by the resonant absorption of pair-breaking radiation.

Another open question we explore in this thesis is how to control large-scale

qubit arrays that aspire to fault tolerance. The SFQ logic family can be leveraged
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for superconducting qubits to achieve digital qubit control with a compact, proximal

classical co-processor. Here, we implement a quantum-classical multi-chip module

involving an SFQ pulse driver flip-chip coupled to a qubit chip. We demonstrate

an order-of-magnitude reduction in gate infidelity compared to prior SFQ control

implementation. The SFQ control scheme can yield significant reductions in the

footprint of large-scale quantum processors, removing a major obstacle to practical

quantum error correction.
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Chapter 1

Introduction

1.1 Quantum Bit

What is a quantum bit or qubit? Similar as a classic bit, qubit has a state, either

|0〉 or |1〉. The critical difference between classic and quantum bits is that qubit can

be in superposition of two states:

|ψ〉 = α|0〉+ β|1〉, (1.1)

where α and β are complex numbers, satisfying |α|2 + |β|2 = 1. In other words, the

state of a qubit can be seen as a vector in a two-dimensional complex space vector

space. |0〉 or |1〉 are the computational basis states, and form an orthonormal basis

for this two-dimensional space.

One useful way to picture qubits is the following Bloch sphere representation.

Because the amplitude of the qubit vector is 1, Eq. 1.1 can be rewritten as

|ψ〉 = eiγ
(

cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉
)
. (1.2)
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Figure 1.1: Bloch sphere representation of a qubit

where γ, θ, and φ are real numbers. We can ignore the the global phase factor eiγ,

since it has no observable effects. The qubit state vector can be effectively expressed

as

|ψ〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉, (1.3)

The real number θ and φ define a point on the unit three-dimensional sphere,

as shown in Fig. 1.1. This sphere is often called the Bloch sphere. It provides an

intuitive visualization of the state of a single qubit.
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1.2 Quantum Computing Platform

In the last two decades, tremendous efforts have been made to realize quantum

computing hardware with the potential to tackle challenges that are intractable on

classical computers. Various hardware platforms for quantum information science

are under active and rapid development. To build large-scale quantum systems based

on these technologies, one must achieve error rates much lower than the state-of-the-

art devices, or explore new platform. Here we identify several promising quantum

hardware platforms in the race of quantum computing.

1.2.1 Superconducting Circuits

Superconducting quantum computing is one leading candidate in the quantum infor-

mation science field. In 2019, the Martinis group at Google demonstrated quantum

supremacy [1] with a 53-qubit chip. This thesis will further discuss quantum com-

puting based on superconducting electronic circuits as the main topic.

1.2.2 Silicon-Based Quantum Dots

Quantum dots are one quantum computing platform based on semiconductor parti-

cles. Their size is typical of a few nanometers. Thus they have optical and electronic

properties well described by quantum mechanics. Owing to quantum dots’ quan-

tum behavior, they can be used as an artificial atom to achieve gate-based quantum

computing [2].

1.2.3 Nitrogen-Vacancy Color Centers

A defect in diamond, known as the nitrogen-vacancy (NV) center, is identified and

designed for use as qubits [3]. The NV center stand out for its robustness at room
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temperature. The quantum state can be initialized, operated, and readout with high

fidelity.

1.2.4 Trapped Ions

Ions, charged atomic particles, are one promising approach to a scalable quantum

system. The single trapped ions can be well isolated and protected from the noisy

environment, representing stable elementary quantum systems [4]. Laser cooling can

bring ions nearly to the rest; at the same time, both the internal electronic states

and external motion can be coupled to and manipulated by electromagnetic fields.

Under such well-controlled conditions, trapped ions serve as an excellent candidate

for studying quantum optical behavior.

1.2.5 Rydberg Atoms

A Rydberg atom is an excited atom with one or more electrons that are far away

from the nucleus or equivalently have principal quantum number n� 1. Such atoms

have exaggerated atomic characteristics such as dipole-dipole interaction that scale

as n4 and radiative lifetimes that scale as n3 [5]. As a result, one can take advantage

of these properties to realize quantum gates operation between neutral atom qubits.

1.2.6 Photonic Systems

Optical quantum computing is another paradigm of quantum computing. The

optical system uses photons as information carriers. In 2020, the Pan group at

USTC demonstrated quantum computational advantage using a prototype machine

Jiuzhang [6], where they performed Gaussian boson sampling.
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Chapter 2

Superconducting Devices

Instigating and controlling the behavior of electrons is key to most of the condensed

matter physics research. Among all the platforms, superconductors are one of the

most well-studied materials; and numerous superconducting devices serve as ideal

quantum systems to understand the fascinating properties of superconductors.

In terms of quantum information science and this thesis, the superconductor-

insulator-superconductor weak links (tunnel junction) based on the Josephson effect

is the heart of all the superconducting devices. In this chapter, we will review the

Josephson relations. Then we will discuss two important Josephson junction-based

technologies used in this thesis: superconducting qubit and single flux quantum

digital logic. Finally, we will introduce quasiparticle excitations of superconductors,

which make ideal superconductors dissipative.

2.1 Josephson Junction

Superconductivity allows one to add nonlinearity into quantum electrical circuits

without introducing dissipation. The Josephson junction is an element that is both

a high-quality factor and operational at millikelvin temperatures.
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A Josephson junction is a type of superconducting tunnel junction that consists

of two superconducting electrodes separated by a thin insulating barrier, which

allows the flow of current without resistance. The Josephson effect, discovered by

physicist Brian Josephson in 1962 [7], is the phenomenon where a supercurrent flows

through the junction due to the quantum mechanical tunneling of Cooper pairs, the

pairs of electrons responsible for superconductivity, through the insulating barrier.

Josephson shows that this zero voltage supercurrent is given by

I = Ic sinφ, (2.1)

where the critical current Ic is the maximum supercurrent that the junction can

support, and φ is the difference in the phase of the Ginzburg-Landau wavefunction

in the two electrodes. The critical current is determined by the junction area, mate-

rial parameters, and temperatures. Once surpassing this current, Cooper pairs will

be broken and dissipation kicks in. The junction switches from the superconducting

branch into the normal state branch, accompanied with a finite voltage across the

junction. We are going to see various important Josephson junction-based applica-

tions operating in different regime later in this thesis.

Josephson further predicted that if a voltage difference V were maintained across

the junction, the phase difference φ would evolve according to

dφ

dt
=

2π

Φ0

V, (2.2)

where Φ0 = h/2e is the flux quantum. In this situation, an alternating current

of amplitude Ic and frequency f = V/Φ0. As a result, the quantum energy hf

equals the energy change of a Cooper pair transferred across the junction. The

two relations, Eqs. 2.1 and 2.2, are known as the dc and ac Josephson effects,
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respectively.

It is important to note that the critical current Ic scales with dimensions of the

junction exactly as the inverse of its resistance Rn in the normal state. Thus, IcRn

has an invariant value, which only depends on the materiel and the temperature.

Ambegaokar and Baratoff [8] worked out the analytic result for this invariant for

the full temperature

IcRn =
π∆

2e
tanh

∆

2kT
, (2.3)

where ∆ is the superconducting energy gap of the material, k is the Boltzmann

constant. At temperature T = 0, the Ambegaokar-Baratoff formula reduces to

IcRn =
π∆T=0

2e
. (2.4)

This allows experimentalists to know the critical current of the Josephson junction

at room temperature by probing the junction’s normal state resistance.

2.2 Superconducting Qubit

Although Josephson junction-based superconducting circuits are macroscopic in size,

they have the most critical quantum properties needed for quantum computing:

quantized energy levels, superposition of states, and entanglement [9]. Supercon-

ducting quantum bits are the fundamental building blocks of these electric circuits.

Based on the way of controlling, there are three primary types of superconducting

qubits: the flux qubit, the charge qubit, and the phase qubit. There also exist many

hybridizations of these archetypes.

For the flux qubit, the Josephson energy to charging energy ratio is on the order

of magnitude 10. It consists of a superconducting loop interrupted by one or three
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Josephson junctions. The magnetic flux is the loop is the relevant quantum variable.

The charge qubit is also known as the Cooper pair box (CPB). It has Josephson

energy to charging energy ratio smaller than 1. Given that the CPB’s connection

to the environment is weak, the number of Cooper pairs on the qubit island is

a discrete number. The phase qubit consists of a single current-biased Josephson

junction. The Josephson energy to charing enery ratio of a phase qubit is on the

order of magnitude of one million.

For hybridizations superconducting qubits, let’s show the two most famous ones.

• Transmons [10]. Transmons are based on the charge qubit, where the Joseph-

son junction is capacitively shunted by a large capacitor. The Josephson energy

to charging energy ratio is relatively large. This is to reduce its sensitivity to

the charge nose.

• Fluxonium [11]. Fluxonium qubits are a special type of flux qubits operating

at low frequency. This makes fluxonium benefit from long coherence times.

2.3 Single Flux Quantum

Single Flux Quantum (SFQ) is a technology used in superconducting digital elec-

tronics. In SFQ, the flow of electrical current is quantized into discrete units called

flux quanta. This allows the creation of superconducting digital circuits that can

operate at very high speeds and consume very little power. SFQ technology has

been used in various applications, including high-speed digital signal processing and

quantum computing.

The essential physical phenomena underlying the operation of superconducting

logic circuits are the superconductivity effects, the quantization of magnetic flux,

and the Josephson effect. The flux quantization enables ballistic signal transfer not
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limited by the power necessary to charge the capacitance of interconnect lines. The

most significant advantage of SFQ digital logic is energy efficiency over conventional

CMOS technology [12].

The magnetic flux quantization introduces the fundamental distinction between

the operation of CMOS and SFQ circuits. The magnetic flux in a superconducting

loop can only take values are integer multiples of the flux quantum

Φ0 =
h

2e
≈ 2.07× 10−15 Wb, (2.5)

where h is the Planck constant, and e is the electron charge. The logic “1” and “0”

is based on the quantization of the magnetic flux. Typically, the presence or absence

of an SFQ in the superconducting loop is regarded as the logical unity or zero.

The nonlinear superconducting element-Josephson junction-is the most critical

component of the SFQ circuit. One of the essential characteristics of a Joseph-

son junction is the critical current Ic. Ic is the maximum superconducting current

allowed through the junction. The digital logic operation relies on the junction tran-

sition from the superconducting branch to the normal state branch. A Josephson

junction can be switched from the superconducting to the normal resistive state by

surpassing the critical current. This transition allows a change of the magnetic flux

in the superconducting loop.

The most common Josephson junction is realized by a superconductor-insulator-

superconductor (SIS) sandwich structure. The dynamics of a SIS junction can be

described by the resistively shunted junction model with capacitance [13]. The ac

Josephson effect connects the voltage at the Josephson junction in the resistive state.

According to this relation, an increase of 2π in the phase of the Josephson junction
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is accompanied by a voltage pulse V (t) across the junction satisfying

∫
V (t)dt = Φ0. (2.6)

As a result, a switch of the Josephson junction from superconducting branch to

normal resistive branch yields the transmission of an SFQ pulse through the junction.

For typical SFQ logic circuits based on niobium, we provide the critical param-

eters here. The critical current Ic is of order 100 µA; the energy dissipated in one

switching event is E ≈ IcΦ0 ≈ 2 × 10−19 J. Another important parameter is the

characteristic frequency of the Josephson junction switching process, ωc. This is

determined by the parameters of the Josephson junction

ωc =
2π

Φ0

IcRn, (2.7)

where Rn is the normal state resistance of the Josephson junction. For niobium-

based junctions, ωc/2π ≈ 100− 350 GHz.

2.4 Quasiparticles

According the BCS theory of superconductivity, the ground state of superconductors

is formed of Cooper pairs of electrons with equal and opposite momentum and spin.

Broken Cooper pairs, also known as quasiparticles, are excitations from the BCS

ground state of superconductors. The energies of such single-particle excitations

from this state are

εk =
√
ξ2
k + ∆2. (2.8)
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Here, ξk is the kinetic energy of an electron

ξ2
k =

~2k2

2me

− εF, (2.9)

where me is the mass of the electron, k is the momentum of the electron with respect

to the Fermi energy εF; ∆ is superconducting energy gap. The pairing interaction

is much weaker compared to the Fermi energy

∆� εF. (2.10)

The gap energy is closely related to the critical temperature Tc

∆ = 1.74kBTc, (2.11)

where kB is the Boltzmann constant. For relevant materials commonly used in

superconducting quantum circuits, such as aluminum, tantalum, niobium, 2∆ are

of order hundreds to thousands of µeV.

One key prediction of BCS theory was that a minimum energy 2∆ should be

required to break a Cooper pair, generating two quasiparticles. At temperature

T = 0, no quasiparticles should exist. For temperature T � Tc, the quasiparticle

density should be greatly suppressed. However, in a dilution refrigerator where

T ∼ 10 − 20 mK, large amount of non-equilibrium quasiparticles are observed in

superconducting quantum devices. The abundance of such quasiparticles not only

limit the state-of-the art superconducting qubit performance, but also limit the

sensitivity of quasiparticle-based superconducting detectors, e.g., microwave kinetic

inductance detectors and superconducting photon detectors.

A deep understanding of the quasiparticle generation mechanism and how it
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interacts with superconducting quantum devices is critical to engineer future gen-

eration of qubits and detectors with robustness against quasiparticle-induced error.

We will focus on discussing on generation mechanism, pair-breaking photon absorp-

tion, in Chapter 5 and Chapter 6. Related quasiparticle suppression techniques such

as gap engineering and acoustic mismatch will be discussed in Chapter 8.
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Chapter 3

Circuit Quantum Electrodynamics

In this chapter, we give a brief introduction to the field of circuit quantum electro-

dynamics and discuss the fundamental building blocks of our experiment, the LC

resonator and superconducting transmon qubit. We start with the quantum electric

LC resonator, then apply similar concepts to quantize the superconducting trans-

mon qubit. We then show several ways of finding the (fundamental) modes of the

transmon qubit. Finally, we describe how to control and readout the information of

the transmon qubit. The primary sources for this chapter were [14, 15].

3.1 The LC Resonator

To understand the quantum characteristics of an electrical circuit, we start with

the well-known oscillating LC resonator. Shown in Fig. 3.1a, an LC resonator is

characterized by its inductance L and capacitance C. One can equivalently describe

the resonator by its angular frequency ωr = 1/
√
LC and its characteristic impedance

Zr =
√
L/C. Summing the electrical energy and magnetic energy, we can write the



14

Figure 3.1: Circuit diagram of LC resonator (a) and capacitively-shunted
Josephson junction (b). In b, the total capacitance CΣ is the sum of shunt
capacitance and the self capacitance of the Josephson junction; LJ is the Josephson
inductance.

Hamiltonian for the LC resonator

HLC =
Q2

2C
+

Φ2

2L
, (3.1)

where Q is the charge on the capacitor and Φ is the flux threading the inductor.

The electrical circuit resonator inherits all the properties of a harmonic oscillator.

The charge and flux variables are two conjugate coordinates satisfying the canonical

commutation relation

[Φ̂, Q̂] = i~. (3.2)

Following the standard treatment of harmonic oscillator, we introduce the anni-
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hilation and creation operators

â =

√
1

2~Zr
(Φ + iZrQ) (3.3)

â† =

√
1

2~Zr
(Φ− iZrQ). (3.4)

Then the flux and charge operators can be expressed as

Φ̂ =

√
~Zr

2
(â† + â) (3.5)

= Φzpf(â
† + â) (3.6)

Q̂ = i

√
~

2Zr
(â† − â) (3.7)

= iQzpf(â
† − â), (3.8)

where Φzpf and Qzpf are the magnitude of the zero-point fluctuations of the flux and

charge.

With the definitions above, the Hamiltionian Eq. 3.1 takes the familiar form

ĤLC = ~ωr(â†â+
1

2
). (3.9)

3.2 The Superconducting Transmon Qubit

Until now, we show that the electric LC resonator can be prepared in their quantum-

mechanical ground state and the energy levels are evenly spaced with ~ωr. However,

to perform quantum computation, one needs to address each transition individually,

so it is challenging to use such a linear resonator to realize quantum computing.

Some degree of nonlinearity is therefore needed to make the harmonic oscillator

anharmonic. Fortunately, as discussed in Sec 2.1, the Josephson junction is a non-
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linear circuit element with high quality factor. The Josephson junction is essentially

a non-linear inductor. We rewrite energy associated with the coherent tunneling of

Cooper pairs across the junction

E = −EJ cosφ, (3.10)

where the Josephson energy is EJ = IcΦ0/2π and the branch flux is φ = 2πΦ/Φ0.

The Josephson energy can also be expressed with the Josephson inductance

EJ = LJI
2
c =

Φ2
0

4π2L2
J

, (3.11)

where LJ = Φ0/(2πIc).

We replace the linear inductor with the nonlinear Josephson junction (in Fig.

3.1b), similar to Eq. 3.1, the quantized Hamiltonian of the capactively shunted

Josephson junction can be written as

ĤT = 4EC(n̂− ng)2 − EJ cos φ̂. (3.12)

In Eq. 3.12, EC = e2/2CΣ is the charging energy, where CΣ is the total capacitance of

the shunting capacitor and the self-capacitance of the Josephson junction; n̂ = Q̂/2e

is the charge number operator; ng = Qg/2e is charge offset of an external electric

gate bias; φ̂ is the phase operator. The two operators satisfy the commutation

relation [φ̂, n̂] = i.

The ratio EJ/EC controls the spectrum of Eq. 3.12. In the transmon regime,

this ratio is large, with typical values being EJ/EC ∼ 20 − 80 ([10]). In this limit,

we can find out the transmon frequency with various methods discussed in Sec. 3.3.
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3.3 Four Different Ways to Find the Transmon

Frequency

In this section, we show how to find the fundamental mode of the transmon Hamil-

tonian with different methods of different precision.

3.3.1 The Linear Part

In the next few sections, we understand the transmon is a weakly-anharmonic oscil-

lator, the Hamiltonian Eq. 3.12 is still dominated by the linear term. Under this

reasonable approximation, we show that

ĤT ≈ 4EC n̂
2 +

1

2
EJ φ̂

2. (3.13)

One can find the transmon frequency by classical treatment of this Hamiltonian

ωT =
√

8ECEJ/~ (3.14)

3.3.2 First-Order Perturbation

In addition to the linear part, we keep the first dominant nonlinear term of the

Josephson energy

ĤT ≈ 4EC n̂
2 +

1

2
EJ φ̂

2 − 1

4!
EJ φ̂

4. (3.15)
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Following Sec. 3.1, we introduce the creation and annihilation operators chosen to

diagonalize the linear terms of Eq. 3.15, we have

φ̂ =

(
2EC
EJ

)1/4

(b̂† + b̂), (3.16)

n̂ =
i

2

(
EJ
EC

)1/4

(b̂† − b̂). (3.17)

Plugging these expressions in Eq. 3.15, we arrive at

ĤT ≈
√

8ECEJ b̂
†b̂− EC

12
(b̂† + b̂)4, (3.18)

= Ĥ0 + ∆Ĥ. (3.19)

From here, we can use the time-independent non-degenerate first-order perturbation

theory. The unperturbed Hamiltonian is just the harmonic oscillator with eigenval-

ues E
(0)
n = n

√
8ECEJ (ignoring the constant 1/2) and eigenstates |n〉, the first order

correction to the energy is

E(1)
n = 〈n|∆Ĥ|n〉. (3.20)

Plugging the creation and annihilation operators, we have

E(1)
n = −EC

12
(6n2 + 6n+ 3). (3.21)

Here, we can find the energy level difference is

En,n−1 = En − En−1 =
√

8ECEJ − nEC . (3.22)
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With all the analysis above, we show the frequencies for the lowest two modes

ωT,10 = (
√

8ECEJ − EC)/~, (3.23)

ωT,21 = (
√

8ECEJ − 2EC)/~. (3.24)

Compared with the linear result from Eq. 3.14, we notice two things. First, the

linear result is very close to the Eq. 3.23, the correction provided by EC is 5− 10%

for typical parameters. Second, the perturbation theory tells us how anharmonic

our transmon qubit is. Between each transition frequency, the anharmonicity is

determined by the charging energy EC .

3.3.3 Matrix Diagonalization

In the two methods discussed above, we have made appropriate assumptions and

approximations. Here, let’s solve the Hamiltionian of the transmon without any ap-

proximations with matrix diagonalization. This method can be applied into differ-

ent basis and be generalized into other superconducting qubit system with different

forms of Hamiltonian.

We want to solve this problem in the charge basis where it has more physical

meaning. In the charge basis, we can easily reveal one critical property of the

Transmon qubit, the charge sensitivity. Since the Transmon qubit is based on the

ordinary Cooper pair box (CPB), the effective offset charge ng of the transmon

can also be controlled by voltage gate capacitively coupled to the superconducting

island. At the same time, ng is also sensitive to the environment induced charge

noise. The charge dispersion of the Transmon qubit is due to the energy levels’

dependence on the offset charge.

It is critical to write cos φ̂ in terms of n̂. Note that n̂ is the number of Cooper
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pairs on the qubit island. In the following proof, we will show that

e±iφ̂|n〉 = |n± 1〉. (3.25)

Recall the commutation relations

[φ̂, n̂] = i, (3.26)

and

[Am, B] = mAm−1 [A,B] if [[A,B] , A] = 0. (3.27)

We have [
eiφ̂, n̂

]
|n〉 = (n− n̂)eiφ̂|n〉, (3.28)

and

[
eiφ̂, n̂

]
=

∞∑
m=0

[
(iφ)m

m!
, n̂

]
(3.29)

=
∞∑
m=1

(
(iφ)m−1

(m− 1)!

[
iφ̂, n̂

])
(3.30)

=
∞∑
m=1

(
(iφ)m−1

(m− 1)!
(−1)

)
(3.31)

= −eiφ̂. (3.32)

Comparing the two equations above, we arrive

−eiφ̂|n〉 = (n− n̂)eiφ̂|n〉, (3.33)

n̂eiφ̂|n〉 = (n+ 1)|n〉. (3.34)

The negative term e−iφ̂ can be proven in the same way, so we recover the Eq. 3.25.
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Now, with cos φ̂ = 1
2
(eiφ̂ + e−iφ̂), we write the Hamiltion of the transmon in

charge basis

ĤT =4EC n̂
2 − EJ

1

2
(eiφ̂ + e−iφ̂) (3.35)

=
∞∑

n=−∞

(
4EC n̂

2(|n〉〈n|)− EJ
2

(eiφ̂ + e−iφ̂)(|n〉〈n|)
)

(3.36)

=
∞∑

n=−∞

(
4ECn

2|n〉〈n| − EJ
2

(|n+ 1〉〈n|+ |n− 1〉〈n|)
)
. (3.37)

This is the well-known Hamiltonian of Cooper pair box in charge basis. Let’s ex-

plicitly write out the matrix form of ĤT/~ for −3 ≤ n ≤ 3



n = −3 n = −2 n = −1 n = 0 n = 1 n = 2 n = 3

n = −3 4EC(−3)2 −EJ/2 0 0 0 0 0

n = −2 −EJ/2 4EC(−2)2 −EJ/2 0 0 0 0

n = −1 0 −EJ/2 4EC(−1)2 −EJ/2 0 0 0

n = 0 0 0 −EJ/2 4EC02 −EJ/2 0 0

n = 1 0 0 0 −EJ/2 4EC(1)2 −EJ/2 0

n = 2 0 0 0 0 −EJ/2 4EC(2)2 −EJ/2

n = 3 0 0 0 0 0 −EJ/2 4EC(3)2



.

(3.38)

This matrix can be solved numerically. When we have offset charge, the n2 can be

replaced with (n− ng)2. This can achieve very high precision with n > 10 and with

physical meaning. The matrix diagonalization does not need any assumption and

will show the charge dispersion of the spectrum. Note this form is very similar to

Toeplitz matrix. The difference is that the diagonal element is not constant here.

This does not have a analytic solution. To get a better understanding of the charge

dispersion, please see the discussion in Sec. 3.4 and Fig. 3.2 for more details.
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3.3.4 Mathieu Function

Now we finally reach the analytic solution in the phase basis. This solution is

exact; however, it cannot easily be generalized to other qubit systems with different

forms of Hamiltonians and it does little to build physical intuition. Based on the

commutation relation

n̂ =
1

i

∂

∂φ̂
. (3.39)

The transmon Hamiltonian can be rewritten as

Ĥ = 4EC(
1

i

∂

∂φ̂
)2 − EJ cos φ̂. (3.40)

The Schrodinger equation takes the form

− 4EC
∂2Ψ(φ)

∂φ̂2
− EJ cos φ̂Ψ(φ) = EΨ(φ), (3.41)

with the periodic boundary condition Ψk(φ) = Ψk(φ + 2π). This equation has

analytic solution based on Mathieu equation.

3.3.5 Four Methods Summary

See Table 3.1 for comparison between all the four methods discussed above.

3.3.6 Transmon Hamiltonian Revisit

Let’s revisit the transmon Hamiltonian (Eq. 3.12). This can be understood as the

quantum rotor model introduced in the Koch paper [10]. In the limit of EJ/EC � 1,

we treat the EJ term as the potential energy term and EC as the kinetic energy term.

This is because the EJ cosφ looks at a gravity potential term. Now, with this in
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Table 3.1: Comparison of four different methods finding qubit fundamental
mode frequency.

Method Result Anharm Charge
disper-
sion

Note

LC oscillator
√

8EJEC 7 7 Fast, classical
treatment

First-order
perturbation

√
8EJEC − EC 3 7 Accurate

enough
Matrix diago-
nalization

Numerical 3 3 Physical
meaning,
charge base,
can be gen-
eralized into
other bases
and qubit
systems

Mathieu
function

ECa2[ng+k(m,ng)](−EJ/2EC) 3 3 Analytical,
phase base

mind, C the capacitance is acting like a mass term in p2

2m
. Also, earlier we expanded

the cos term and only keep the first order term, and why can we do that? This is

because the EJ is so large, it is like a pendulum which oscillates at the lowest point

where φ is very small. There will never be a 2π rotation of this quantum rotor. If

there is, then the qubit is driven out of its cos potential, which is no longer a qubit.

Also, due to the fact that Φzpf is small, so the expansion is valid.

3.4 Charge-Sensitive and Flux-Tunable Transmon

Qubits

There are two types of transmon qubits studied extensively in the field based on

their sensitivity of charge [10] and flux tunability [16, 17]. Sometimes, qubits with
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Figure 3.2: Frequency difference (En−E0)/h of the first three energy levels
of the transmon Hamiltonian. The energy levels are obtained from the numerical
diagonalization of Eq. 3.38 in the charge basis for a range of Josephson to charging
energy ratio EJ/EC for a fixed fundamental mode frequency ωT,10/~ = 5 GHz.

both charge sensitivity and flux tunability is used to explore the flux-dependent

quasiparticle dynamics of superconducting qubit [18].

3.4.1 The Charge-Sensitive Transmon

In a charge-sensitive transmon, the charging energy is made large enough so that the

energy levels of the transmon change noticeably with small changes in the charge

on the qubit island. For typical charge-sensitive transmons, the ratio of Josephson

energy to the charging energy EJ/EC is around ∼ 20; thus the maximum charge

dispersion of the lowest energy levels is of order ∼ 1 − 10 MHz. The sensitivity to

charge makes this type of transmon an ideal platform to study the quasiparticles

poisoning and detect single electron tunneling events.

3.4.2 The Flux-Tunable Transmon

The other useful type of qubit is the flux-tunable transmon. One single junction is

replaced with a superconducting quantum interference device (SQUID) as shown in
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Figure 3.3: Circuit diagram of superconducting quantum interference de-
vice (SQUID).

Fig. 3.3. Since the Josephson energy of the SQUID can be tuned with an external

magnetic field, the qubit energy levels can also be tuned. The coupling between

frequency-tunable transmon qubits can be easily turned on and off [19]. The tunable

range for typical device is several GHz.

Though the compact form of the SQUID’s Josephson energy can be easily found,

the detailed derivation is not obvious, as least to myself. We first re-express some

parameters here

EJΣ = EJ1 + EJ2 (total Josephson energy), (3.42)

d =
EJ2 − EJ1

EJ2 + EJ1

(asmmetry of the SQUID), (3.43)

φ̂1 − φ̂2 = 2πΦx/Φ0 (mod2π) (3.44)

where EJ1 and EJ1 are the Josephson energy of junction 1 and 2, φ̂1 and φ̂2 are

phase difference across junction 1 and 2, and Φx is external flux through the SQUID

as shown in Fig. 3.3. Let me show the derivation of the compact form of SQUID’s

Josephson energy. With A = 1
2
(φ̂1 − φ̂2) and B = 1

2
(φ̂1 + φ̂2), let us write down the
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Josephson energy of a SQUID with asymmetric junctions

EJ1 cos φ̂1 + EJ2 cos φ̂2 =
EJΣ(1− d)

2
cos (A+B) +

EJΣ(1 + d)

2
cos (A−B),

(3.45)

=
EJΣ

2
((1− d) cos (A+B) + (1 + d) cos (A−B)) , (3.46)

= EJΣ (cosA cosB + d sinA sinB) , (3.47)

= EJΣ cosA (cosB + d tanA sinB) , (3.48)

= EJΣ cosA
√

1 + d2 tan2A(
1√

1 + d2 tan2A
cosB +

d tanA√
1 + d2 tan2A

sinB

)
, (3.49)

= EJΣ cosA
√

1 + d2 tan2A cos (B −B0), (3.50)

where cosB0 = 1/
√

1 + d2 tan2A, and sinB0 = d tanA/
√

1 + d2 tan2A. Now this

can be reduced to the original form:

EJ1 cos φ̂1 + EJ2 cos φ̂2 = EJΣ cos

(
πΦx

Φ0

)√
1 + d2 tan2

(
πΦx

Φ0

)
cos (φ̂− φ0) (3.51)

, where tanφ0 = d tan (πΦx/Φ0).

Notice that, this can also be written as

= EJΣ cosB
√

1 + d2 tan2B cos (A− A0) (3.52)

= EJΣ cos φ̂

√
1 + d2 tan2 φ̂ cos (

πΦx

Φ0

− Φ′), (3.53)

where tan Φ′ = d tan φ̂. However, it is better to write the operator by itself with a

simpler form.
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3.5 Light-Matter Interaction:

the Jaynes-Cummings Hamiltonian

The quantum harmonic oscillator and the superconducting transmon qubit are the

two main blocks of the circuit quantum electrodynamics. In this section, we inves-

tigate the interaction between the two systems as shown in Fig. 3.4.

Due to the physical size required for the charging energy EC , the transmon

qubit can be capacitively coupled to 2D/3D microwave resonators. Similar to the

transmon Hamiltonian, in the rotating-wave approximation, one can write out the

Hamiltonian for the resonator-qubit system

Ĥ ≈ ~ωrâ†â+ ~ωq b̂†b̂−
EC
2
b̂†b̂†b̂b̂+ ~g(b̂†â+ b̂â†), (3.54)

where ωq = (
√

8ECEJ − EC)/~. The electric-dipole interaction strength g can be

expressed as

g = ωr
Cg
CΣ

(
EJ

2EC

)1/4
Zr
Zvac

√
2πα, (3.55)

where α = Zvac/(2h/e
2) is the fine-structure constant and Zvac =

√
µ0/ε0 ∼ 377Ω

is the impedance of vacuum. The interaction strength g can be made large, much

larger than the natural atoms in cavity QED [20].

If we strict the description of the transmon qubit to its lowest two levels (two-

level system approximation), we can make the replacements

b̂† → σ̂+ = |e〉〈g|, (3.56)

b̂→ σ̂− = |g〉〈e|. (3.57)



28

Figure 3.4: Circuit diagram of capacitively coupled LC resonator and trans-
mon qubit.

With these approximation, we obtain the famous Jaynes-Cummings Hamiltonian

ĤJC = ~ωrâ†â+
~ωq
2
σ̂z + ~g(â†σ̂− + âσ̂+) + Constant, (3.58)

where σ̂z = |e〉〈e| − |g〉〈g|. The third term describes the coherent interaction of

a single quantum energy through the light-matter (electromagnetic wave-transmon

qubit) interaction. Please note, compared to Eq. 3.54, we have dropped out the

anharmonicity term −EC/2 here.

3.5.1 Dispersive Regime

For superconducting quantum computing, it is practical to work in the weak coupling

regime g/|ωq − ωr| � 1, also known as the dispersive regime, where the coupling

strength is much smaller than the detuning between the resonator and the qubit

∆ = ωq − ωr. There are two approaches to find an approximated Hamiltonian in

this regime, Schrieffer-Wolff approach and Bogoliubov approach. Detailes can be
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found in [21, 10]. Here we write down the result

Ĥdisp ≈ ~ω′râ†â+
~ω′q
2
σ̂z + ~χâ†âσ̂z, (3.59)

where χ is the dispersive cavity shift based on the qubit’s state, with

ω′r = ωr −
g2

∆− Ec/~
, (3.60)

ω′q = ωq +
g2

∆
, (3.61)

χ = − g2EC/~
∆(∆− EC/~)

. (3.62)

The last term of the dispersion Hamiltonian Eq. 3.59 can be either understood

with the resonator term or the qubit term. If it is combined with the resonator

term, then we are going to see a qubit-state dependent resonator state, which is

used for readout; it coupled to the qubit, then qubit frequency will be dependent on

the photon number in the resonator, which is called ac Stark shift.



30

Chapter 4

A Quantum Engineer’s Guide to

Quasiparticles

In the discussion of this chapter, we focus on the experimental side of quasiparticles.

Please see recent papers [22, 23] for theory studies.

4.1 Generation Mechanisms

In this section, we summarize several quasiparticle generation mechanisms known to

the field; they are from the ambient device environment, not generated on purpose.

With better understanding of the background quasiparticle generation mechanisms,

proper mitigation and suppression methods can be applied and engineered to reduce

the quasiparticle poisoning level of the superconducting device.

We define several quantities used in the literature that describe how many quasi-

particles there are in a device. The total number of quasiparticles and Cooper pairs

in the device Nqp and Ncp; the number of quasiparticles and Cooper pairs volume
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density nqp and ncp; and the normalized quasiparticle density

xqp ≡
nqp

ncp

=
Nqp

Ncp

(4.1)

4.1.1 Thermal Quasiparticles

The first obvious source is the ambient temperature of the superconducting quan-

tum device. To present a concise and analytical expression for thermally-generated

quasiparticles, there are two approximations need to be made: all quasiparticles obey

Fermi-Dirac distribution in energy; there are few quasiparticles that are localized

very near the gap edge to avoid divergence. With these two reasonable assumptions,

we arrive the expression for thermal-equilibrium quasiparticle density [24]

xth
qp ≈

√
2πkBT/∆e

−∆/kBT . (4.2)

Ideally, at temperature T = 0, the probability that quasiparticles will be excited

above the energy gap is 0. The realistic temperature of a well-thermalized device is

close to the base temperature of its environment, i.e. the mix chamber of a dilution

refrigerator. For T ≈ 20mK, xth
qp ≈ 10−50. However, experiments show that the

inferred quasiparticle densities have been in the range of 10−10− 10−5, much higher

than the thermal equilibrium.

The huge discrepancy indicates that there are other quasiparticle generation

mechanisms other than thermally activated.

4.1.2 High Energy Impacts

Recent studies show that ionizing radiation from high energy particles, e.g., cosmic

rays and radioactive sources, lead to an elevated quasiparticle density [25, 26, 27].
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These events cause qubit relaxation errors and charge jumps. Without explicit in-

troducing radioactive materials to the device background, the cosmic-ray muons

and γ-rays from the background radioactivity induce burst of quasiparticle poi-

soning events on the multi-qubit array, which lead to correlated error at a rate of

∼ 0.01 − 0.1 s. While the high-energy-particle-induced correlated errors is a po-

tential showstopper of superconducting quantum computing, it cannot well explain

the steady state quasiparticle density way above the thermal equilibrium seen in

superconducting devices [28, 29, 30, 31, 32, 33].

4.1.3 Pair-breaking Photon Absorption

Pair-breaking photon-absorption [34, 35, 36, 37] is another quasiparticle generation

source. Contrary to the burst high energy impacts, photon-absorption of millimeter

waves is a steady state scenario. In cryostats, blackbody photons from higher tem-

perature stages can leak into the device located at millikelvin stage. These stray

photons provide a steady pair-breaking energy source. The millimeter wave pho-

tons are absorbed by the spurious antenna modes of superconducting qubit [35, 37].

Details of the antenna modes will be discussed in chapter 5 and chapter 6. Here we

follow [34] to discuss the photon-absorption on qubit’s state transition.

Using Fermi’s golden rule, we can find the photon-assisted transition rate Γph
if

describe the following process

γE>2∆ + Cooper pair + |i〉 → broken Cooper pair + |f〉, (4.3)

where γE>2∆ is the pair-breaking photon, and |i〉 → and |f〉 → are the initial and

final state of the qubit, respectively. When one pair-breaking photon is absorbed by

the qubit, it will induce qubit state transition and generate two quasiparticles. The
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transition rate between the initial and final state can be found as

Γph
if = Γν

[∣∣∣∣〈f | cos
φ

2
|i〉
∣∣∣∣2 S−(~ων + ~ωif

∆

)
+

∣∣∣∣〈f | sin φ2 |i〉
∣∣∣∣2 S+

(
~ων + ~ωif

∆

)]
,

(4.4)

where Γν is the common characteristic scale for photon absorption, and the structure

factor S± takes the form in the limit of ~ων � ~ωif :

S±(~ων/∆) =

∫ ~ων/∆−1

1

dx
x(~ων/∆− x)± 1√

x2 − 1
√

(~ων/∆− x)2 − 1
. (4.5)

where ων is the frequency of the photon.

4.1.4 Stress-induced Quasiparticles

In addition to the pair-breaking energy introduced by the environment, e.g., high

energy particle impacts and millimeter photons, one recent work argued that re-

laxation of thermally induced stress between the glue (thermal anchoring between

the device and cold finger) and crystal (device substrate) is one possible source

of phonon bursts which contributes to quasiparticle poisoning in superconducting

quantum circuits [38].

4.1.5 Summary of Generation Mechanisms

Here, we summarize different origins of quasiparticle generation in Table 4.1.

4.2 Experimental Guides

In this section, we discuss, as a experimentalist, how to measure, inject, and suppress

quasiparticles. At the end, we show the initial experiment of thermalization’s effect
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Table 4.1: Quasiparticle generation mechanisms.

Mechanisms Notes Reference

Thermal xth
qp ≈

√
2πkBT/∆e

−∆/kBT [24]

High energy impacts cosmic muon-rays and back-
ground radioactive source; burst
events lead to correlated errors

[25, 26, 27]

Photon absorption steady state quasiparticle poison-
ing; one dominant source for
background quasiparticle density
and qubit excitation error

[34, 35, 36,
37]

Stress-induced relaxation of the stress [38]

on quasiparticle poisoning.

4.2.1 Measure Quasiparticles

While quasiparticle poisoning is deleterious to the performance of superconducting

quantum circuits, resonators and qubits are great quasiparticle sensors due to their

sensitivity.

Resonators or microwave kinetic inductance detector (MKID) are developed for

astronomy applications. This include high-sensitivity millimeter and sub-millimeter

wave detection [39]. Pair-breaking photons are injected to MKIDs, breaking Cooper

pairs and generating excess quasiparticles. The generated quasiparticles increase the

kinetic inductance of the MKIDs, which can be measured from the microwave-based

readout.

For the superconducting qubits, quasiparticles can induce qubit state transition,

qubit frequency shift due to inductance shift, and charge parity jumps. There is also

the famous Josephson cosine term [22]. The electrical properties of a junction can

be modelled as a complex admittance that is both frequency- and phase-dependent
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Table 4.2: Quasiparticle measurement methods summary.

Resonator Notes Ref
Frequency/phase shift QP will shift resonator [39, 44]
Quality factor decay QP will decay resonator [39]

Qubit Notes Ref
Energy relaxation [30, 32]
Energy relaxation phase dependence [40]
Frequency shift imaginary part of the junction ad-

mittance
[45, 46]

One state excitation hot quasiparticles and photon-
assisted

[43, 37]

Charge parity charge sensitive transmon [47]
Charge parity charge insensitive transmon; use

higher transitions with enough
charge dispersion

[48, 49]

Charge parity state transition dependence [43]
Charge parity phase dependence [18]
Charge parity EJ/EC < 20; dispersive readout [50, 36]

[40, 41]

Y (ω, φ) = Yqp(ω)
1 + ε cosφ

2
− icosφ

ωLJ

(1− 2xAqp), (4.6)

where Yqp(ω) is the quasiparticle admittance, ε is a prefactor close to 1 when T → 0,

LJ is the Josephson inductance, xAqp is the occupation of the Andreev bound states.

At the qubit frequency, the quasiparticle leads to qubit relaxation, resulting in a

reduced T1 [30, 42]; the imaginary part of the admittance causes a the inductance

shift of the junction, leading to a frequency shift of the qubit.

Hot non-equilibrium quasiparticles, not around the energy gap, can also excite

the qubit, leading to excitation error and excess steady excited state occupation

[43, 34, 37].

The charge sensitivity of transmon qubits are also utilized to measure quasipar-

ticle induced charge-parity jumps of the qubit island.

All the above qubit’s response to quasiparticle are summarized in the Table 4.2.
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Table 4.3: Quasiparticle suppression methods summary.

Methods Notes Ref

Lead shield reduce radiation [51, 52]
Underground reduce radiation [51]
Eccosorb filters inline IR filtering [43, 36, 53, 54]
Dielectric low-pass filters inline IR filtering [55]
TE modes of coaxial cables inline IR filtering [54]
Qubit antenna mode design reduce quasiparticle genera-

tion efficiency
[36, 37]

High-energy-gap-material-
based junction

reduce quasiparticle genera-
tion efficiency

Future direction

Back-side normal metalliza-
tion

phonon downversion [56, 53]

Groundplane gap engineer-
ing

phonon/quasiparticle traps [57, 58, 59]

Junction gap engineering suppress quasiparticle tun-
neling

[60, 18]

Multi-chip module phonon acoustic mismatch [59]

4.2.2 Suppression of Quasiparticle Poisoning

After understanding the generation mechanisms and armed with various measure-

ment methods, we explore the next important sub-field: suppressing quasiparticle

poisoning of superconducting quantum devices. There are three main directions of

quasiparticle poisoning mitigation. First, reduce the pair-breaking energy, e.g., high

energy particles and pair-breaking photons, to reach the device. Second, suppress

the superconducting circuits sensitivity to the environment noise, i.e., the conversion

efficiency of pair-breaking energy to quasiparticles. Third, speed up quasiparticles

relaxation and trapping once they are generated at the device level. Various quasi-

particle suppression methods with physical implementation are summarized in Table

4.3.
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Table 4.4: Quasiparticle injection methods summary.

Method Notes Ref

Thermal elevate the temperature of the
sample

[43, 36]

Broadband photon radiation heat a blackbody close to the
sample

[61, 18]

Narrowband photon radiation ac Josephson oscillation through
the antenna mode of the qubit

[37]

Normal branch of junction bias NIS or SIS junction to nor-
mal branch

[62, 53]

Strong resonator drive introduce ac voltage larger than
energy gap

[63]

C64 radioactive source [52]

4.2.3 Inject Quasiparticles

To test the efficiency of the quasiparticle suppression implementation, we sometimes

need to inject quasiparticles on purpose. We summarize the experimental methods

in Table 4.4.

4.3 Sample Thermalisation

It is a mystery that how well our sample is thermalized to the sample holder and

how long it takes for the sample to be thermalized to the base temperature once the

dilution refrigerator reaches base.

We show some preliminary data about the thermalisation time. The data is

taken from the Xmon qubit device used in [37] with single Al sample box mounted on

Oxygen-free copper plate located at the mix chamber. The silicon chip is thermalized

with Dow corning high vacuum grease at the sample box at the four corners. Three

qubits’ data is shown in Fig. 4.1. It is clear that the charge parity switch rate

decreases to baseline level in order of 10 days. Between day 4 and 14, no data is

acquired for this device.
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Figure 4.1: Charge parity switch rate of three qubits after condensation
(preliminary data). The red, black, and blue dots are data for Q1, Q2, and Q3,
respectively. The lines are naive exponential fit to the data.

We have also tried using GE varnish to thermalize the same chip in the same

sample holder. In this case, the charge parity switch rate saturates to a similar value

∼ 10 s−1 in two days after condensation. It is notoriously known that thermalisation

debugging is not trivial, so unfortunately we cannot make any conclusive argument

here. It could be the materials we use for thermalisation matters; or in one cooldown,

the fridge cooldown is significantly better or worse compared to the other due to

thermal cycling.
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Chapter 5

Quasiparticle Poisoning of

Superconducting Qubits from

Resonant Absorption of

Pair-breaking Photons

The ideal superconductor provides a pristine environment for the delicate states of

a quantum computer: because there is an energy gap to excitations, there are no

spurious modes with which the qubits can interact, causing irreversible decay of the

quantum state. As a practical matter, however, there exists a high density of exci-

tations out of the superconducting ground state even at ultralow temperature; these

are known as quasiparticles [24, 22]. Observed quasiparticle densities are of order

1 µm−3, tens of orders of magnitude greater than the equilibrium density expected

from theory [28, 29, 30, 31, 32, 33]. Nonequilibrium quasiparticles extract energy

from the qubit mode and can induce dephasing. Here we show that a dominant

mechanism for quasiparticle poisoning is direct absorption of high-energy photons
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at the qubit junction [34, 35]. We use a Josephson junction-based photon source

to controllably dose qubit circuits with millimeter-wave radiation, and we use an

interferometric quantum gate sequence to reconstruct the charge parity of the qubit

[47]. We find that the structure of the qubit itself acts as a resonant antenna for

millimeter-wave radiation, providing an efficient path for photons to generate quasi-

particles [35]. A deep understanding of this physics will pave the way to realization

of next-generation superconducting qubits that are robust against quasiparticle poi-

soning. Part of this chapter and Chapter 6 have been submitted for publication in

journal Physical Review Letters.

5.1 Introduction

In equilibrium, the ratio of thermally generated quasiparticles to Cooper pairs in

a superconducting device is of order 10−50 at the millikelvin temperatures that

are relevant for quantum computing and sensing applications. This is due to the

exponential suppression of quasiparticle density with respect to ∆/T , where ∆ is

the superconducting gap energy and T is temperature. Experimentally, however, the

ratio of quasiparticles to Cooper pairs is found to be between∼ 10−6 and 10−10, more

than 40 orders of magnitude larger than expected from the equilibrium calculation.

Nonequilibrium quasiparticles limit the sensitivity of superconducting devices for

charge sensing [28, 64], metrology [65], and astrophysical observation [39, 66]. In

the context of superconducting qubits, nonequilibrium quasiparticles represent a

significant decoherence channel [30, 24, 31, 32, 33, 67, 43]. Recent experiments have

demonstrated that quasiparticles liberated by particle impacts in the qubit substrate

give rise to correlated relaxation errors in multiqubit arrays [25, 26, 27, 53]. While

such errors are especially damaging for quantum error correction, the particle impact
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rate is too low and the rate of removal of pair-breaking energy in the aftermath of

an impact too high to account for the large baseline density of quasiparticles in

superconducting quantum circuits.

Another potential source of quasiparticles is the absorption of pair-breaking pho-

tons. It has been shown that improvements in filtering and shielding can lead to

enhanced energy relaxation times for superconducting resonators [68] and qubits

[69]. Recently, Houzet et al. explained the observed ratio of the rate of charge-

parity switches on the qubit island to the rate of qubit state transitions in terms of

photon-assisted pair breaking at the Josephson junction [34]. In the Houzet model,

coupling of the pair-breaking photon to the qubit junction is mediated by higher-

order modes of the bulk 3D cavity in which the qubit is embedded. Our group has

put forth an alternate model for the resonant absorption of photons by spurious

antenna modes of the qubit that allows detailed calculation of the spectral response

of the qubit to pair-breaking radiation [35]. The crucial insight is that the qubit

structure itself exhibits a parasitic resonance at a frequency of order 100 GHz, set

by the round-trip distance around the qubit island. This resonance is the aperture

dual of the resonant wire loop antenna [70]. For typical qubit parameters, the qubit

junction is well matched to free space impedance via this antenna mode, so that the

qubit is an efficient absorber of pair-breaking radiation. Fig. 5.1a summarizes rele-

vant quasiparticle generation and conversion mechanisms in superconducting qubits,

while Fig. 5.1b depicts the dual mapping of aperture antenna to wire antenna.

In this article, we describe the experimental validation of our model for the

antenna coupling of qubits to pair-breaking radiation. The experiments involve two

separate chips that are housed in a single enclosure; one chip incorporates voltage-

biased Josephson junctions that act as transmitters of coherent mm-wave photons,

while the second chip supports multiple superconducting qubits that act as receivers.
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We use a Ramsey-based interferometric gate sequence to monitor the charge-parity

state of the qubits [47]; resonant absorption of pair-breaking photons induces parity

switches on the qubit which we detect with near unit fidelity. By scanning the

voltage bias of the transmitter junction, we map out the spectral response of the

qubits up to ∼500 GHz. We find that the detailed absorption spectrum of the qubits

agrees well with the predictions of our model. In addition, we find that the baseline

quasiparticle poisoning rate (in the absence of mm-wave injection) can be explained

in terms of the resonant absorption of blackbody photons from higher temperature

stages of the cryostat. Finally, we show that spurious transitions of the qubit out of

the ground state are dominated by the resonant absorption of pair-breaking photons.

This detailed understanding of the physical mechanism for quasiparticle poisoning

will allow realization of new qubit designs that are robust against pair-breaking

radiation; additionally, it could form the basis for a new class of quantum sensors

based on the transduction of photons to quasiparticles followed by subsequent qubit-

based detection. We note that a recent experimental study explains the scaling of

quasiparticle poisoning rate with qubit size in terms of our model, without direct

validation of the detailed spectral response of the qubit devices [36].

5.2 Spurious Antenna Modes of the Qubit and

Experiment Setup

The experimental setup is shown in Fig. 5.1c. Two separate device chips are inte-

grated in a single light-tight enclosure made from 6061 aluminum: the transmitter

chip (red) is mounted face to face with the receiver chip (blue) with a separation of

9.6 mm. For all devices described here, the chip is nearly completely covered by a

niobium groundplane, and all Josephson elements are realized as Al-AlOx-Al tunnel



43

Figure 5.1: Photon-assisted quasiparticle poisoning mediated by spurious
antenna modes of the qubit. a, Quasiparticle generation and conversion pro-
cesses. Pair-breaking radiation is absorbed at a Josephson junction. Photon ab-
sorption changes the charge parity of the qubit island and can induce a qubit state
transition. Quasiparticles couple to phonons through scattering and recombination.
b, The single-ended circular transmon (left) is the aperture dual of the resonant wire
loop antenna (right). Red arrows show the amplitude and direction of electric fields.
In the aperture antenna, signal is coupled via a high-impedance source at the volt-
age antinode, while in the dual wire antenna signal is coupled via a low-impedance
source at the current antinode [35]. c, Two-chip transmit/receive geometry used to
probe the spectral response of the qubits to mm-wave radiation. Cutaway drawing
to the right is a scale illustration of the aluminum sample enclosure. d, Circuit
diagram for the transmit/receive experiment, with mm-wave Josephson transmitter
depicted in red and receiver qubit depicted in blue.

junctions. We use a high-bandwidth 50 Ω line to bias the transmitter junction in

the finite-voltage state; since the normal-state resistance of the junction is of order

10 kΩ, the bias line represents a stiff voltage source. Bias of the transmitter junc-

tion at voltage V induces coherent oscillations in the phase difference across the

junction at the Josephson frequency fJ = V/Φ0, where Φ0 ≡ h/2e is the magnetic

flux quantum; for a 1 mV bias, the Josephson frequency is 484 GHz [71]. A circuit

diagram of the experiment is shown in Fig. 5.1d. The voltage-biased junction can be

modeled as a Norton equivalent current source I0 in parallel with shunt admittance

Yj ≡ 1/Zj = 1/Rn +jωCj, where I0 is the junction critical current, Rn is the junction

normal-state resistance, and Cj is the self-capacitance of the junction. The Joseph-

son oscillator acts as a source that drives the antenna formed by the junction pads
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embedded in the circuit groundplane, with radiation impedance Zrad. Following the

analysis of [35], the power radiated to free space is given by

Prad =
ec,tr

8
I2

0Rn, (5.1)

where I0 and Rn are the transmitter junction critical current and normal-state re-

sistance, respectively, and where the coupling efficiency ec,tr of the junction to free

space is given by

ec,tr = 1−
∣∣∣∣Zrad − Z∗j
Zrad + Zj

∣∣∣∣2 . (5.2)

Power emitted into the shared cavity will populate the enclosure with coherent mm-

wave radiation; due to multiple reflections from the enclosure walls, we expect the

distribution of energy in the enclosure to be isotropic with random polarization (see

Sec. 6.5 for additional details).

We now consider the effect of the radiation on the transmon qubits of the re-

ceiver chip. The devices were designed with ratio EJ/Ec of Josephson energy to

single-electron charging energy around 25, so that the qubit 01 transition frequency

is weakly sensitive to offset charge on the qubit island, with peak-to-peak charge

dispersion 2δf of order 1 MHz.

This makes it possible to monitor quasiparticle poisoning events in real time by

using a Ramsey gate sequence that maps charge parity to qubit state occupation (see

Sec. 6.4 for more details). As acoustic coupling between the transmitter and receiver

chips is negligible, the transfer of energy from chip to chip proceeds via the emission

and absorption of photons. Photons with frequency f > 2∆Al/h = 92 GHz couple

to the Josephson junction of the receiver qubit with efficiency ec,rec defined as in

Eq. 5.2. Photon absorption breaks a Cooper pair: two quasiparticles are generated,

one on either side of the junction, resulting in a change in the charge parity of the
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qubit island.

5.3 Spectral Response of the Xmon Qubit

In a first series of experiments, we employ two nominally identical chips as transmit-

ter and receiver. Witness junctions arrayed around the perimeter of the chip are used

as mm-wave transmitters; the geometry is shown in Fig. 5.2a. One pad of the trans-

mitter is connected to the chip groundplane via a short wirebond, while the opposite

pad is bonded to the 50 Ω bias line 1. The chip incorporates six Xmon qubits, each

with a local readout resonator coupled to a common feedline; the qubit geometry

is shown in Fig. 5.2b. As we vary the voltage bias on the transmitter junction and

thus the frequency of the emitted Josephson radiation, we use the parity-sensitive

Ramsey sequence to probe the charge parity of the receiver qubit at a sampling rate

of 20 kHz. In the following, we present data on a single transmitter/receiver pair,

although all three of the receiver qubits studied on this chip displayed a similar

spectral response (see Sec. 6.6 for more details). All experiments were conducted

at the 16 mK base temperature of a closed-cycle dilution refrigerator.

In Fig. 5.2c, we show the calculated coupling efficiencies ec for the transmitter

(red) and receiver (blue) structures; see Sec. 6.5 for details of the calculation. The

purple trace, obtained as the product of the transmitter and receiver efficiencies,

represents the frequency-dependent transfer function of the two-chip experiment in

the absence of loss and additional nonidealities. In Fig. 5.2d, we plot the measured

parity switching rate Γp of the receiver qubit versus transmitter Josephson frequency

(black points). We observe clear peaks in the spectral response of the receiver

1Detailed modeling of the chip geometry using CST Microwave reveals that loading of the
transmitter antenna with the wirebond and 50 Ω drive line only slightly modifies the radiation
impedance of the structure.
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Figure 5.2: Spectral response of the Xmon qubit. a, Optical micrograph of
the Josephson transmitter. Voltage bias is provided by a high-bandwidth line with
impedance Z0 = 50 Ω. b, Optical micrograph of the Xmon receiver qubit. Lo-
cal charge gate is shown at left and coupling capacitor to the readout resonator is
shown at top. In both (a) and (b), junction leads are shown in yellow. c, Frequency-
dependent coupling efficiency calculated for the transmitter junction (red) and re-
ceiver qubit (blue). The purple trace, obtained as the product of these coupling
efficiencies, represents the overall transfer efficiency from transmitter to receiver in
the absence of losses and other nonidealities. See Sec. 6.5 for details of the calcu-
lation. d, Quasiparticle poisoning rate as a function of transmitter frequency. Left
inset shows the parity-sensitive Ramsey sequence. Black points are the measured
poisoning rates; the black dashed line is the baseline rate Γ0 = 110 s−1 (in the
absence of explicit photon injection); and the purple trace is the contribution from
Josephson radiation calculated from the coupling efficiencies of (c), with an overall
scaling of 0.07 to account for photon losses. The right inset shows a detailed view
of the resonant features around 270 GHz. Oscillations in the spectral response of
the qubit arise from the mutual coupling of the qubit antenna mode to a spurious
slotline mode of the qubit readout resonator.

qubit at 190 GHz and 270 GHz, with Γp a factor of 2 and 6 times larger than

the baseline rate of 110 s−1, respectively. We ascribe these features to antenna

resonances in our Josephson transmitter and receiver qubit, which provide enhanced

transfer of Josephson energy between the two chips. The solid purple trace represents
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the expected parity switching rate calculated from the device coupling efficiencies.

Detailed modeling of the two-chip experiment incorporates several effects, including

quasiparticle-induced suppression of the critical current of the transmitter junction

and randomization of the direction and polarization of the emitted radiation due to

multiple reflections from the walls of the cavity enclosure; for a detailed discussion,

see Sec. 6.5. The model clearly captures the dominant resonant features of the parity

spectrum; however, to obtain good agreement between the measured and expected

parity switching rates, we must scale the expected rates by a factor of 0.07. The

discrepancy in the absolute rates could be due to dielectric losses or to enhanced loss

of photons that are initially emitted into the silicon substrate of the transmitter, as

the near-continuous superconducting Nb groundplane of the transmitter chip will act

as a barrier to transport of photons into the shared space of the two-chip enclosure.

In the inset of Fig. 5.2d, we plot on an expanded scale the measured and calcu-

lated parity switching rates. We observe clear fine structure in both the measured

and calculated spectra, with a modulation of the receiver response at a period of

11 GHz. We understand this modulation to be due to the mutual coupling between

the receiver qubit and its local readout resonator, which involves a spurious λ/2 slot-

line mode at a frequency that is roughly twice that of the λ/4 coplanar waveguide

resonance at 6.058 GHz. We take the excellent agreement between the measured

and calculated fine structure of the parity spectra as clear validation of our antenna

model for coupling of the qubit to pair-breaking radiation.

For transmitter bias above 1 mV, corresponding to Josephson frequency above

500 GHz, we observe an upturn in the measured parity switching rate that is not

captured by our modeling. We ascribe this feature to the exchange of energy be-

tween the chips due to the incoherent emission of photons from the recombination

of quasiparticles in the leads of the transmitter junction; detailed modeling of this
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physics is the subject of ongoing work.

Two additional qubits on the receiver chip were examined during the same

cooldown (see Sec. 6.6). Both of these devices displayed baseline parity switch-

ing rates and spectral responses within 10% of those measured on the device de-

scribed here, despite different separation and relative orientation with respect to

the transmitter junction. This observation lends support to our assumption that

the experiment can be modeled in terms of an isotropic distribution of radiation in

the shared cavity with random polarization.

5.4 Dependence of Resonant Response and Base-

line Parity Switching Rate on Device Scale

In a second series of experiments, we examined the resonant response of receiver

qubits with circular island geometry spanning a range of sizes; the geometries of

the transmitter junction and the three receiver qubits (Q1, Q2, and Q3) are shown

in Fig. 5.3a. The devices are designed with the same nominal charging energy

Ec/h = 360 MHz and ratio EJ/Ec = 28; however, the different island radii 90, 70,

and 50 µm yield different dominant dipole antenna resonances at frequencies 130,

240, and 360 GHz, as confirmed by numerical modeling of the chip (Fig. 5.3b).

With the Josephson radiator turned off, we first measure the baseline parity

switching rates on the three devices (dashed lines in Fig. 5.3c), finding Γ0(Q1) = 1060

s−1, Γ0(Q2) = 190 s−1, and Γ0(Q3) = 12.8 s−1. The two orders of magnitude discrep-

ancy in the baseline parity switching rates across these devices indicates clearly that

nonequilibrium quasiparticles are not uniformly distributed on the receiver chip, and

that device geometry plays a critical role in the generation of quasiparticles. If we

take the radiative environment of the qubit to be a blackbody at effective tempera-
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Figure 5.3: Dependence of resonant response and baseline parity switch-
ing rate on device scale. a, Optical micrographs of the rectangular transmitter
device (green) and the large (red), intermediate (black), and small (blue) circmon
qubits used for these experiments. Yellow traces indicate the junction leads. b,
Calculated coupling efficiencies of the transmitter and the three circmon receiver
qubits. c, Measured quasiparticle poisoning rates for the three qubits of as a func-
tion of transmitter frequency. Dashed lines indicate the baseline parity switching
rates measured in the absence of photon injection.
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ture T and assume coupling of the qubit antenna to a single mode and polarization

of the radiation field, we find a rate of absorption of pair-breaking photons given by

Γ0 =

∫
ec

ehf/kBT − 1
df. (5.3)

From the measured parity switching rates on the three devices, we infer effective

blackbody temperatures T (Q1) = 410 mK, T (Q2) = 490 mK, and T (Q3) = 460 mK.

We believe that the broadband pair-breaking photons giving rise to the observed

parity jumps are not due to a single radiator at a physical temperature of 400-

500 mK, but rather due to light leakage from higher temperature stages of the

refrigerator (most likely via the coaxial wiring) that is insufficiently attenuated by

the in-line Eccosorb filters [72, 50]. There is no reason to expect the spectrum of

leakage radiation to follow that of an ideal blackbody; the discrepancy in the effective

temperatures inferred for the three qubit antenna modes could reflect structure in

the environmental spectrum.

With the transmitter junction biased in the voltage state, we map out the res-

onant response of these three devices using the parity spectroscopy technique de-

scribed above; the data are shown in Fig. 5.3c. The complex resonant structure of

the transmitter mode leads to rich structure in the resonant response of the three

qubits; however, the measured parity switching rates are in qualitative agreement

with our antenna model, with the resonant response shifting to higher frequency as

the radius of the qubit island decreases.
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5.5 Photon-Assisted Parity Switches and Qubit

Transitions

Finally, using Q2 as a testbed, we examine spurious transitions out of the qubit |0〉

state induced by the absorption of pair-breaking photons. We measure the transition

rate directly, using a measure− idle−measure sequence (inset in Fig. 5.4a), with

the pre-measurement providing a high-fidelity initialization in the qubit |0〉 state.

In Fig. 5.4a we show representative data for the conditional probability P1 ≡ P (1|0)

of finding the qubit in state |1〉 in the second measurement given that the initial

measurement prepared state |0〉. A linear fit to the plot of P1 versus idle time

∆t yields the upward transition rate Γ↑. In Fig. 5.4b, the solid traces show the

measured parity switching rate Γp and upward transition rate Γ↑ versus Josephson

frequency of the transmitter junction. We see that Γp and Γ↑ display a similar

resonant response centered at a Josephson frequency around 240 GHz, where the

transfer function from transmitter to receiver device is expected to peak. Moreover,

the ratio Γp/Γ↑ is roughly constant over the full frequency range, indicating that

qubit transitions out of the ground state are dominated by resonant absorption of

pair-breaking photons. Houzet et al. have previously analyzed the rate of qubit

transitions conditioned on the absorption of a pair-breaking photon [34]. Their

analysis predicts a contribution to Γ↑ given by the dashed blue trace in Fig. 5.4b

(see Sec. 6.7). However, the absorption of a pair-breaking photon will also generate

a steady-state population of nonequilibrium quasiparticles that can tunnel across the

qubit junction, inducing additional qubit transitions following the primary poisoning

event. It is possible that this secondary poisoning process accounts for the enhanced

rate of upward transitions measured here. While we expect a small contribution to

qubit relaxation from the absorption of pair-breaking photons, this contribution is



52

not possible to access experimentally against the baseline relaxation rate of order

105 s−1.

5.6 Conclusion

In summary, we have used controlled irradiation of superconducting qubits with

mm-wave photons derived from the ac Josephson effect to validate a model for

photon-assisted quasiparticle poisoning through the spurious antenna modes of the

transmon qubit. The observed baseline parity switching rates are well explained

by absorption of broadband thermal photons from higher temperature stages of the

cryostat. Additionally, the correlation between qubit state transitions and charge

parity switches indicates that resonant absorption of pair-breaking photons is the

dominant contributor to qubit initialization errors in our devices.

An understanding of the physical origin of quasiparticle poisoning will allow the

development of improved qubit designs and measurement configurations that pro-

tect against absorption of pair-breaking radiation. At the same time, the resonant

transduction of pair-breaking photons to quasiparticles followed by qubit-based par-

ity detection could form the basis for a new class of quantum sensors; potential ap-

plications include high-resolution spectroscopy of the cosmic microwave background

[73] or detection of dark-matter axions [74, 75] or dark energy [76] in the frequency

range from 100 GHz to 1 THz, where established detection techniques are limited.
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Figure 5.4: Photon-assisted parity switches and qubit transitions. a, Rep-
resentative measurement of qubit excitation rate. Here we use circmon qubit Q2

as a testbed. Inset shows the measure − idle − measure sequence. A linear fit
(black line) is used to extract the upward transition rate. b, Measured quasiparticle
poisoning rate (red) and upward transition rate (blue solid trace) as a function of
transmitter frequency. The dashed curve shows the predicted photon-assisted qubit
transition rate calculated from the measured rate of parity switches, after [34]. See
Sec. 6.7 for the details of the transmitter used in these experiments.
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Chapter 6

Supplemental Information for

“Quasiparticle Poisoning of

Superconducting Qubits from

Resonant Absorption of

Pair-breaking Photons”

6.1 Device Fabrication

The devices were fabricated in a single-layer process on a high-resistivity silicon

substrate (>10 kΩ-cm) with 100 crystal orientation. Following a strip of the native

SiOx in dilute (2%) hydrofluoric acid for 1 minute, we sputter a 100-nm thick Nb film

at a rate of 50 nm/minute. (In the case of the Xmon qubits, the Nb film thickness is

70 nm). We use an i-line stepper to define the qubit islands, resonators, and control

wiring. Next, we etch the Nb using Cl2/BCl3 chemistry in an inductively coupled
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Figure 6.1: Wiring diagram of the experiments.

plasma reactive ion etch tool.

6.2 Experimental Setup

The experimental wiring configuration is shown in Fig. 6.1.
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Table 6.1: Parameters of qubits used in the experiments. Qubit frequency f01

and peak-to-peak charge dispersion 2δf are measured by qubit spectroscopy. Ratio
EJ/Ec of Josephson energy to charging energy ratio is calculated from the mea-
sured qubit transition frequency and charge dispersion. The junction normal state
resistance Rn is calculated from the extracted Josephson energy. The junction self-
capacitance is obtained from the junction area measured from SEM and a nominal
junction specific capacitance of 75 fF/µm2. The frequency fant of the fundamental
antenna resonance of the qubit is determined from the qubit antenna impedance
calculated using a finite element solver and from the frequency-dependent junction
impedance. The baseline quasiparticle poisoning rate Γ0 is measured in the absence
of explicit photon injection.

Xmon f01 (GHz) 2δf (MHz) EJ/Ec Rn (kΩ) Cj (fF) fant (GHz) Γ0 (s−1)
Q1 4.828 4.6 22 17.1 4.6 280 85
Q2 4.782 2.7 24 16.6 4.6 270 110
Q3 4.829 2.1 25 16.1 4.6 270 103

Circmon f01 (GHz) 2δf (MHz) EJ/Ec Rn (kΩ) Cj (fF) fant (GHz) Γ0 (s−1)
Q1 4.595 1.5 26 16.6 3.5 130 1060
Q2 4.949 1.1 28 15.0 3.2 240 190
Q3 4.443 0.8 29 13.2 3.4 360 12.8

6.3 Qubit Parameters

In Table 9.1, we list the measured and extracted parameters of the qubits used in

these experiments.

6.4 Charge Parity Measurement

We use the weakly charge-sensitive transmon to probe charge parity fluctuations.

The devices are designed with EJ/Ec = 20−30, where EJ is the Josephson energy of

the qubit junction and Ec is the single-electron charging energy of the qubit island,

yielding a peak-to-peak charge dispersion of the qubit 01 transition around 1 MHz.

In the following, we present data from circmon qubit Q2 (described in Figs. 5.3 and

5.4 of the main text) as an example. For this device, EJ/Ec = 28.

In Fig. 6.2a, we show qubit spectroscopy versus applied gate charge. We observe
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two clear charge parity bands that oscillate sinusoidally with gate charge, with

a maximum dispersion 2δf = 1.1 MHz. To probe charge parity, we perform a

series of charge-sensitive Ramsey scans at different applied charge biases in order

to determine the offset charge on the qubit island; we then dynamically set the

qubit charge bias to the point of maximum charge dispersion. We next apply a

parity-sensitive X/2 − idle − Y/2 Ramsey sequence to map charge parity to qubit

population (Fig. 6.2b inset). We repeat the parity measurement sequence 5000 times

with a duty cycle ∆t = 50 µs to obtain a time series of charge parity. We repeat

this experiment (including charge reset) 9 times, and from the separate time series

we compute an average power spectral density SP of charge parity fluctuations;

representative data is shown in Fig. 6.2b. The power spectrum is fit using the

Lorentzian form:

SP(f) =
4F 2Γp

(2Γp)2 + (2πf)2
+ (1− F 2)∆t, (6.1)

where F is the sequence mapping fidelity. From the fit, we extract the average parity

switching rate Γp.
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Figure 6.2: Charge parity switching measurement. a, Spectroscopy of the
charge-sensitive transmon versus applied offset charge ng. Solid traces correspond
to even and odd charge parity bands. Here we have maximum charge dispersion
2δf =1.1 MHz. b, Power spectral density of charge-parity switches (red dots). The
Lorentzian fit (black trace) corresponds to a parity switching rate Γp = 612 s−1.
Inset shows the Ramsey sequence used to map charge parity to qubit population.
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6.5 Analysis of Transmit/Receive Experiment

Here we analyze the efficiency with which our transmitter and receiver devices are

coupled to free space, and we put forth a simple model for estimating the circu-

lating power in the shared cavity of the two chips. The analysis is focused on the

transmit/receive experiment described in Fig. 5.2 of the main text.

6.5.1 Coupling Efficiency

The single-ended planar qubit can be viewed as an aperture antenna loaded with a

Josephson junction; see Fig. 6.3a. The junction is modeled as the parallel combi-

nation of tunnel resistance Rn and junction self-capacitance Cj; see Fig. 6.3b. The

frequency-dependent impedance of the junction is given by

Zj =
1− jωτ
1 + ω2τ 2

Rn, (6.2)

where τ ≡ RnCj. The impedance of the aperture antenna Zrad is obtained from the

finite element software CST Studio Suite 1. Here we use the design of Q2 from the

Xmon experiment as an example. In Fig. 6.3c-d, we plot the real and imaginary

parts of Zrad and Z∗j . The coupling efficiency ec is given as

ec = 1−
∣∣∣∣Zrad − Z∗j
Zrad + Zj

∣∣∣∣2 . (6.3)

Optimal power transfer is achieved when the conjugate matching condition is sat-

isfied: Zrad = Z∗j . The coupling efficiency of Q2 is shown in Fig. 6.3e. For our

transmit/receive experiments, the coupling efficiency of the transmitter junction

ec,tr is calculated in the same way.

1CST Studio Suite, www.3ds.com.
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Figure 6.3: Power match to the qubit antenna mode. a, Single-ended Xmon
from Fig. 5.2b of the main text. The X-shaped qubit island is connected to ground
by a Josephson junction (junction leads indicated in yellow). b, Equivalent circuit
diagram for qubit junction (modeled as a parallel RC circuit, red) embedded in an
aperture antenna (blue). c, Real and d, imaginary parts of the conjugate of the
junction impedance Z∗j (red) and antenna impedance Zrad (blue). Zj is calculated
from Eq. 6.2, while Zrad is calculated using CST Studio Suite, www.3ds.com. The
inset in c shows an expanded view of the real part of the impedance from 160 to
240 GHz. e, Frequency-dependent coupling efficiency ec calculated from Eq. 5.2.
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6.5.2 Radiation from the Transmitter

The power emitted from the transmitter junction due to Josephson oscillations is

given by

Prad = Pin,trec,tr, (6.4)

where ec,tr is calculated as in Eq. 5.2 from the main text, and where

Pin,tr =
1

8
I2

0Rn (6.5)

is the maximum available power. Here, one factor of 1/2 comes from averaging

over the full period of the Josephson oscillation, and a factor of 1/4 comes from

the 1:1 current division between the Josephson source and a matched load. Bias

of the transmitter junction above the gap leads to injection of quasiparticles in the

junction leads; in the presence of reduced quasiparticle density xqp, we have

I0(xqp) = I0(0)(1− xqp), (6.6)

where I0(0) is the junction critical current in the absence of quasiparticle poisoning

[45]. For the bias regime studied here, we find that quasiparticle poisoning leads

to a suppression of transmitter junction critical current of order 10%, with a weak

dependence on bias voltage out to a Josephson frequency of ∼500 GHz.

At higher bias voltage, the quasiparticle density in the junction leads increases

sharply and eventually saturates due to quasiparticle-induced suppression of the en-

ergy gap. For bias of the transmitter junction at Josephson frequency > 500 GHz,

we observe an upturn in measured quasiparticle poisoning rate that is not captured

by our antenna model. One potential explanation for this upturn is emission of ther-

mal radiation due to Joule heating in the transmitter junction electrodes. However,
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a naive quantitative analysis suggests that this mechanism is insufficient to account

for the observed behavior. To model this possibility, we make the extreme assump-

tion that the Al leads of the transmitter junction are driven into the normal state

and dissipate the entire input power from the junction P = V 2/Rn. The electron

temperature Te can then be computed from the hot electron model described in [77]:

Te =
(
P/ΣΩ + T 5

p

)1/5
, where Σ = 0.2 nW/K5/µm3 is the electron-phonon coupling

parameter [78], Ω = 2.8 µm3 is the volume of the junction leads, and Tp = 20 mK

is the phonon reservoir temperature, resulting in

Te ≈ 580 mK. (6.7)

If we then apply Te as the temperature in the usual Stefan-Boltzmann law, using

24 µm2 as the surface area of the junction leads and taking unit emissivity, the

radiated power from the junction electrodes is

Pbb ≈ 1.5× 10−19 W. (6.8)

Of course, this power is emitted across a broad bandwidth, over which the receiver

antenna coupling efficiency ec varies considerably from its peak value at 270 GHz.

We can take as a point of reference the ∼600 s−1 increase in charge-parity rate

induced by Josephson radiation from the transmitter junction for bias at the peak

of the resonant response of the qubit. From Eq. 6.4, we find:

PJ(270 GHz) ≈ 3× 10−16 W. (6.9)

Even under the assumption that the receiver coupling efficiency is maintained at its

peak value across the entire bandwidth of the blackbody emission from the transmit-
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ter, we see that thermal emission from the transmitter leads will result in an increase

in charge-parity rate given by [Pbb/PJ(270 GHz)]× 600 s−1 = 0.3 s−1. However, the

measured increase in charge-parity rate at high transmitter bias is 100 to 200 s−1

above the baseline. This discrepancy of nearly three orders of magnitude underscores

the implausibility of the blackbody radiation mechanism.

An alternate explanation involves the incoherent emission of pair-breaking pho-

tons from quasiparticle recombination in the transmitter junction leads. The reverse

process, namely quasiparticle generation via absorption of pair-breaking photons, is

well studied; moreover, we expect the resonant antenna mode of the transmitter

junction to lead to enhanced photon emission at mm-wave frequencies [42]. De-

tailed modeling of this physics is the subject of ongoing work.

6.5.3 Absorption by Receiving Antenna

To calculate the rate of absorption of pair-breaking photons by the qubit, we need to

know the circulating power in the shared aluminum enclosure of the transmit/receive

experiment for a given applied bias (see Fig. 5.1c). To perform a naive estimate, we

consider the case where absorption of Josephson radiation in the aluminum walls of

the shared enclosure is the dominant source of photon loss. The circulating power

can then be obtained from a simple power balance: the power radiated by the trans-

mitter (Eq. 6.4 above) must equal the power absorbed by the aluminum. We assume

that photons from the transmitter will reflect many times within the enclosure prior

to absorption and that these reflections randomize the direction and polarization of

the Josephson radiation, creating an isotropic distribution of radiation with random

polarization. The fact that the measured quasiparticle poisoning rate does not de-

pend on separation and relative orientation of the transmitter and receiver devices

lends support to this assumption (see Fig. 6.4).
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Table 6.2: Parameters used for calculation of the expected rate ΓJ,theo of
parity switches in the experiment of Fig. 5.2d. The critical current without
quasiparticle suppression is calculated from Rn using the Ambegaokar-Baratoff rela-
tion [80]; the suppression of I0 due to local quasiparticle injection is extracted from
a simple rate equation [32] using the reduced quasiparticle recombination rate (438
ns)−1 [81].

Parameter value source
Al conductivity σAl 7.2× 107 S/m [79]

Enclosure inner area Aenc 3.2× 10−3 m2 design
Transmitter junction Rn 33.0 kΩ RT 4-wire probe
Transmitter junction I0 8.3 nA see caption

The power Penc absorbed by the aluminum enclosure is given by

Penc = πηSAenc, (6.10)

where η = 1 −
∣∣∣ZAl−Zfs

ZAl+Zfs

∣∣∣2 is the efficiency with which photons are absorbed by the

aluminum enclosure, S is the incident power per unit solid angle per unit area, and

Aenc is the inner area of the enclosure (the factor π comes from integrating the cosine

of the polar angle over the half-space). Here, Zfs = 377 Ω is the impedance of free

space and ZAl is the surface impedance of aluminum:

ZAl = (1 + j)

√
ωµ0

2σAl

, (6.11)

where µ0 is the permeability of free space and where for σAl we take the conductance

of aluminum 6061 at 4 K [79]; see Table 6.2.

For isotropic coherent radiation with wavelength λ, the power absorbed by the

receiving antenna is

Prec =
1

2
Sλ2ec,rec, (6.12)

where the factor 1/2 accounts for random polarization of the radiation field. The rate
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Table 6.3: Transmit/receive experiment: comparison between naive model
and measurement.

fJ ΓJ, theo ΓJ, meas ΓJ, meas/ΓJ, theo

190 GHz 1020 s−1 103 s−1 0.10
270 GHz 11400 s−1 528 s−1 0.05

of absorption of photons from the Josephson radiation field is then ΓJ(f) = Prec/hf .

6.5.4 Summary and Comparison with Measurement

Collecting the various pieces, we arrive at the following expression for the expected

rate of photon absorption at the receiver antenna, within our simple model:

ΓJ, theo(f) =
ec,tr ec,rec

16η

λ2

Aenc

I2
0Rn

hf
. (6.13)

In Table 6.2, we provide numerical values for the various quantities involved in

this expression (the calculated coupling efficiencies ec,tr and ec,rec are presented in

Fig. 5.2 of the main text).

The measured rate Γp of parity switches can be broken into two parts:

Γp(f) = Γ0 + ΓJ(f). (6.14)

Here, the baseline parity switching rate Γ0 accounts for quasiparticle poisoning in-

duced by broadband radiation from higher temperature stages of the cryostat, while

ΓJ(f) is the contribution from Josephson radiation emitted by the transmitter junc-

tion.

In Table 6.3 we compare the expected rate ΓJ,theo of parity switches induced

by Josephson oscillations to the measured rate ΓJ,meas at the frequencies where the

spectral response of the qubit peaks. We find that the measured rates at 190 GHz



66

(270 GHz) are a factor 10 (20) smaller than those expected from our naive calcula-

tion. This discrepancy could be due to additional photon losses in the materials of

the enclosure, including Rogers PC board launchers. However, we believe the dom-

inant source of photon loss is local trapping of photons emitted into the substrate

of the transmitter junction, due to the near-continuous coverage of the transmitter

chip by a superconducting Nb groundplane. Eventually, after many reflections (due

to the large mismatch between the surface impedance of the aluminum of the sample

enclosure and free-space impedance), these photons will be absorbed in the sample

enclosure and exit the system.

6.6 Extended Xmon Dataset

We measured the rate of parity switches induced by Josephson radiation from a

single transmitter junction for three different Xmon devices on the same receiver

chip. The receiver chip geometry is shown in the inset of Fig. 6.4a. The receiver

and transmitter chips are mounted face to face with a separation of 9.6 mm; in this

inset, the position of the transmitter junction (as seen looking through the chips)

is indicated by a yellow star. The three Xmons share similar island geometry and

junction parameters (see Table 9.1 for details; one of the qubits has a slightly smaller

island corresponding to a slightly higher fundamental antenna resonance frequency).

In Fig. 6.4a, we plot the parity switching rates measured for these three devices as

a function of Josephson frequency of the transmitter. We observe similar resonant

structure in all devices, despite different separation and relative orientation with

respect to the transmitter. This observation lends support to the assumption that

multiple reflections in the shared aluminum enclosure will randomize the direction

and polarization of the Josephson radiation.
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Figure 6.4: Spectral response of three Xmon qubits. Three qubits of similar
design at different positions are measured in the same cooldown. They share the
same transmitter (Fig. 5.2a). Extracted parity switching rates show similar response
to the transmitter. Inset shows the positions of the three qubits on the receicer chip.
The yellow star shows the relative location of the transmitting antenna on the other
chip. The two chips are positioned face to face with 9.6 mm chip to chip spacing
shown as in Fig. 5.1c.

In a separate experiment, we measure the equilibrium |1〉 state occupation of

Xmon Q2 as a function of transmitter frequency. Here we use a more strongly

coupled transmitter with the same geometry as that shown in Fig. 5.2a, but with

different junction parameters corresponding to a factor 7.9 higher critical current

and a factor 1.6 greater coupling efficiency at 270 GHz. In Fig. 6.5, we plot P1

versus transmitter frequency. While this measurement is far less sensitive than

the Ramsey-based parity experiment, we see that the excess |1〉 state occupation

displays similar resonant structure due to qubit transitions induced by absorption

of pair-breaking photons.
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Figure 6.5: Dependence of |1〉 occupation on transmitter frequency. Occu-
pation of the qubit |1〉 state is enhanced due to resonant absorption of pair-breaking
photons. The peak at 270 GHz coincides with the peak in photon transfer efficiency
from the transmitter junction to the Xmon qubit. Error bars represent the standard
error of the mean at each point.

6.7 Correlation Between Qubit Transitions and

Parity Switches

The absorption of a pair-breaking photon at the qubit junction can induce qubit

state transitions; a detailed analysis of this physics has been performed by Houzet

et al. [34]. We have separately characterized the rate of parity switches Γp, PAT and

upward qubit transitions Γ↑, PAT induced by coherent mm-wave irradiation from the

transmitter; see Fig. 5.4 in the main text. The coupling efficiency of the transmitter

junction used in these experiments is shown in Fig. 6.6. From [34], the rate of

transitions out of the qubit |0〉 state and the rate of parity switches induced by
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Figure 6.6: Coupling efficiency of transmitter used in the experiments of
Fig. 5.4.

photon absorption are related as follows:

Γ↑, PAT =

(
1 +

√
8EJ

Ec

S−
S+

)−1

Γp, PAT, (6.15)

where the structure factors are defined as

S±(~ω/∆) =

∫ ~ω/∆−1

1

dx
x(~ω/∆− x)± 1√

x2 − 1
√

(~ω/∆− x)2 − 1
; (6.16)

see Fig. 6.7a.

In Fig. 6.7b, we plot the ratio Γ↑, PAT/Γp, PAT obtained from Eq. 6.15 versus

energy of the pair-breaking photon. Here we take EJ/Ec = 28, as relevant for

circmon device Q2 studied in Fig. 5.4 of the main text. For high photon energy,

we see that this ratio saturates to 6%. However, the measured ratio of upward
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transitions to parity switches is 20%. The enhanced rate of spurious transitions out

of the |0〉 state can be explained in terms of additional qubit transitions induced by

diffusion of quasiparticles across the qubit junction following the primary poisoning

event.
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Figure 6.7: a, Structure factors for photon-assisted quasiparticle poisoning events.
b, Ratio Γ↑, PAT/Γp, PAT of spurious qubit upward transitions to quasiparticle poi-
soning events induced by photon absorption as a function of photon energy. Here,
we take EJ/Ec = 28.
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Figure 6.8: Raw device images prior to stitching.

6.8 Device Image Stitching

The full chip image shown in Extended Data Fig. 6.1 and 6.4 is made of nine

separate microscope images stitched together (see Extended Data Fig. 6.8). Adobe

Photoshop’s Auto-Blend Layers command is used to combine the aligned images

into one image. This tool adjusts the contrast and brightness to compensate the

non-uniform exposure of each individual image to make the full chip image look

smooth.
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Chapter 7

Single Flux Quantum Circuit

Characterization

In this section, we discuss how to characterize an SFQ driver and how to use the

SFQ driver to control the qubit rotation.

7.1 SFQ Driver Characterization

When the SFQ driver is cooled down in a cryostat, the first critical step is to test if

the driver is still alive. Due to the fact that SFQ pulses are of width of pico seconds,

it is not trivial to monitor the real-time response in the time domain. Instead, the

conventional method is measure the current-voltage (IV) characteristic measurement

of the SFQ driver. The essential physics underlying the IV curve measurement is

Shapiro steps [82]. When a Josephson junction is irradiated with radiation of angular

frequency ω, the response of the supercurrent give rise to constant-voltage in the dc

IV curve [13].

The setup is shown in Fig. 7.1. The circuit diagram of the SFQ driver unit is



74

Figure 7.1: Characterization of the SFQ driver.

plotted in the blue dashed box. On the left port, a dc-offset rf signal with frequency

fSFQ is sent to the trigger port of the SFQ driver. The output port is connected to

the IV measurement. If the driver is alive, trains of SFQ pulses will be generated

with spacing TSFQ = 1/fSFQ in time domain. An average voltage proportional to

the trigger frequency can be measured

∆V =
1

TSFQ

∫
V (t)dt (7.1)

= fSFQΦ0. (7.2)
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Figure 7.2: IV curve measurement of the SFQ driver.

A typical IV curve is shown in Fig. 7.2. As we can see, if there is no trigger

applied (black curve), we just reveal a normal IV curve showing the critical current

of the driver is around 180 µA. If a 5 GHz trigger is applied (red curve), we arrive

at a Shapiro step ∼ 10.3 µV. When the trigger frequency is doubled (blue curve),

the Shapiro step voltage will also be doubled.

7.2 Coupling Between the SFQ Driver and the

Transmon Qubit

Following [83], we show how to control the transmon qubit with SFQ pulses. Let’s

start from a simple classical model of an LC resonator. As shown in Fig. 7.3a, the
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Figure 7.3: Coherent drive of resonator and qubit from capacitively cou-
pled SFQ voltage source.

SFQ voltage drive source is capacitively coupled to the LC resonator via a coupling

capacitance Cg. For the LC resonator, the inductance and capacitance are given by

L = Lr and C = Cr. The energy deposited into the resonator is given by

E =
ω2

0C
2
g

2CΣ

|ṼSFQ(ω0)|2, (7.3)

where CΣ = Cg + C, ω0 = 1/
√
LCΣ, and where the tilde represents the Fourier

transform

ṼSFQ(ω) =

∫ ∞
−∞

VSFQ(t)e−iωtdt. (7.4)

The energy deposited into the resonator is proportional to the energy spectral density

of the SFQ drive at the resonator frequency ω0.

For the SFQ pulse, the state-of-the-art niobium-based technology, characteristic

pulse amplitudes are of order of ∼mV and pulse widths of order ∼ps. Since the pulse

widths are two order of magnitudes faster than the periods of microwave resonator,

we can model the SFQ pulse as a Dirac delta function

VSFQ = Φ0δ(t). (7.5)
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In this case, the Fourier transform of the SFQ pulse can be simplified as

ṼSFQ(ω) = Φ0, (7.6)

and Eq. 7.3 reduces to

E1 =
ω2

0C
2
ΣΦ2

0

2CΣ

, (7.7)

where the subscript 1 indicates that we are referring to the response to a single SFQ

pulse.

Since the widths of SFQ pulses are of ∼ps, a single SFQ pulse produces broad-

band excitation of bandwidth ∼THz. For this particular reason, one single SFQ

pulse cannot be used to introduce coherent manipulation of quantum circuits, since

it cannot simply address one transition among nearby transitions. However, if we

drive the resonator with a train of SFQ pluses, the bandwidth can be ultra-narrow.

Here, we consider applying resonant drive, where the spacing of SFQ pulses T is

matched to the period of the resonator. In this case, the energy of n SFQ pulses is

En =
ω2

0C
2
ΣΦ2

0

2CΣ

sin2 (nω0T/2)

sin2 (ω0T/2)
. (7.8)

For typical parameters of circuit QED system, the resonator can be populated with

a single excitation in time of ∼10 ps.

Now, with the classical drive of LC resonator, let us discuss the response of

a quantum LC resonator to SFQ excitation. The time-dependent Hamlitonian is

written as

H =
|Q̂− CgVSFQ(t)|2

2CΣ

+
Φ̂

2L
. (7.9)

This Hamiltonian can be decomposed into two pieces, the unperturbed free Hamil-
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tonian Hfree and a time-dependent Hamiltonian HSFQ from the SFQ excitation:

Hfree =
Q̂2

2CΣ

+
Φ̂

2L
, (7.10)

HSFQ = −Cg
CΣ

VSFQ(t)Q̂. (7.11)

In terms of the conventional annihilation and creation operators, we have

Hfree = ~ω0â
†â (7.12)

HSFQ = iCgVSFQ(t)

√
~ω0

2CΣ

(â− â†). (7.13)

We now consider application of resonant SFQ pulses to a truncated Transmon

qubit (shown in Fig.7.3b). The Transmon can be seen as a two-level system. The

Hamiltonian becomes

Hfree =
~ω0

2
(1− σ̂z) (7.14)

HSFQ = CgVSFQ(t)

√
~ω0

2CΣ

σ̂y. (7.15)

From Eq. 7.15, the excitation of one SFQ pulse can be understood as a discrete

rotation of the state vector in the Bloch sphere about the y axis by angle

δθ = CgΦ0

√
2ωqb

~CΣ

; (7.16)

in between SFQ pulses, the qubit accumulates phase rotation at the speed of qubit

period under the influence of Hfree.
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Chapter 8

Single Flux Quantum-Based

Digital Control of

Superconducting Qubits in a

Multi-Chip Module

The single flux quantum (SFQ) digital superconducting logic family has been pro-

posed for the scalable control of next-generation superconducting qubit arrays. In

the initial implementation, SFQ-based gate fidelity was limited by quasiparticle

(QP) poisoning induced by the dissipative on-chip SFQ driver circuit. In this work,

we introduce a multi-chip module architecture to suppress phonon-mediated QP

poisoning. Here, the SFQ elements and qubits are fabricated on separate chips that

are joined with In bump bonds. We use interleaved randomized benchmarking to

characterize the fidelity of SFQ-based gates, and we demonstrate an error per Clif-

ford gate of 1.2(1)%, an order-of-magnitude reduction over the gate error achieved

in the initial realization of SFQ-based qubit control. We use purity benchmarking to
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quantify the contribution of incoherent error at 0.96(2)%; we attribute this error to

photon-mediated QP poisoning mediated by the resonant mm-wave antenna modes

of the qubit and SFQ-qubit coupler. We anticipate that a straightforward redesign

of the SFQ driver circuit to limit the bandwidth of the SFQ pulses will eliminate

this source of infidelity, allowing SFQ-based gates with fidelity approaching theo-

retical limits, namely 99.9% for resonant sequences and 99.99% for more complex

pulse sequences involving variable pulse-to-pulse separation. Part of this chapter

and Chapter 9 have been submitted for publication in journal PRX Quantum.

8.1 Introduction

Superconducting qubits have achieved both gate [84] and measurement [85, 86] fi-

delity at the threshold for fault-tolerant operation. [87]. Recent demonstrations

of quantum supremacy [1] and of distance-three and distance-five surface codes

[88, 89, 90] motivate efforts to scale to larger multiqubit arrays that are compatible

with robust error correction. However, theoretical estimates suggest that a practi-

cal error-corrected quantum computer will require more than one million physical

qubits, for physical hardware at the current level of fidelity [87]. While it is believed

that current quantum–classical interface technology can be scaled by brute force to

implement systems with around 1000 physical qubits, limited by the heat load and

physical footprint of the control hardware [91], no clear path is known for further

scaling up. There have been serious steps to address specific obstacles to scaling,

including establishment of quantum links between separated cryogenic systems [92],

optimization of room temperature hardware design for a more compact microwave

unit [93], integration of cryogenic CMOS-based microwave pulse generators into

qubit cryostats for proximal control [94, 95], utilization of low heat-load photonic
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Figure 8.1: Quantum–classical multichip module (MCM). a, Micrograph of the qubit
chip. Two flux-tunable transmons are fabricated on the chip, each with a local
quarter-wave coplanar resonator for readout. b, Micrograph of the SFQ driver chip.
Two dc/SFQ converters are integrated on the chip, along with the feedline for the
readout resonators and flux-bias lines for the qubits. The indium bumps are visible
as the regular grid pattern over the continuous ground plane. c, Photograph showing
the assembled MCM stack; the qubit chip is outlined in red and the SFQ chip is
outlined in blue. d, Circuit diagram for one qubit–SFQ pair; here, the quarter-
wave readout mode is depicted using its lumped-element equivalent. Indium bump
bonds between the groundplanes provide the only galvanic connection between the
two chips; coupling between circuit elements across the chip-to-chip gap is achieved
either capacitively or inductively. The colors used in the legend to identify specific
circuit elements are matched to the false coloring of the bond pads in the image of
b,.

links to route control and measurement signals within the cryostat [96], and devel-

opment of compact, low heat-load microcoax cables [97]. However, an integrated

systems engineering approach to scaling superconducting qubits is so far lacking.
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Figure 8.2: SFQ-based qubit operation at subharmonic drive frequency f01/4. a,
Rabi oscillations as a function of current bias Ib of the SFQ driver. a, Rabi chevron
experiment at variable drive frequency in the vicinity of f01/4. a, Generalized Rabi
scan at f01/4, with variable time t and phase φ for the Rabi drive.

Typically, qubit control is achieved with shaped microwave pulses derived from

room-temperature digital-to-analog converters and microwave generators; the hard-

ware overhead associated with microwave-based qubit control is one of the major

obstacles to scaling to large system sizes. An alternative approach is based on the

single flux quantum (SFQ) digital logic family [98, 99, 12]. Here, the qubit mode is

irradiated with a train of quantized flux pulses, with pulse-to-pulse timing adjusted

to induce a coherent rotation in the computational subspace and to minimize leakage

[83]. This approach, in conjunction with digital qubit readout using the Josephson

photomultiplier [100, 101, 86], forms the basis of a scalable quantum–classical inter-

face for ultralarge qubit arrays [102]. An initial experiment to implement SFQ-based

control of superconducting qubits yielded fidelity of 95% for π/2 and π rotations [46];

gate fidelity was limited by quasiparticle (QP) poisoning [22] associated with oper-

ation of the dissipative SFQ pulse generator, which was fabricated on the same chip

as the qubit. In a more recent experiment, digital control of a 3D transmon qubit

with an error per Clifford gate of 2.1(1)% was demonstrated using a Josephson pulse

generator [103] located at the 3 K stage of the cryostat [104]. There have been sep-
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arate theoretical proposals for high-fidelity SFQ-based control sequences involving

variable pulse-to-pulse separation [105, 106], for SFQ-based entangling gates [107],

and for a scalable multiqubit architecture based on SFQ control [108]. However,

a key prerequisite to adoption of SFQ control for large-scale multiqubit arrays is

realization of high-fidelity single-qubit rotations. It is critical to investigate all the

potential error channels and to understand the fundamental limits to fidelity, chief

among them generation of QPs by the dissipative SFQ pulse driver.

In this work, we adopt a multi-chip module (MCM) architecture to segregate the

SFQ pulse driver and the qubit onto two separate chips. In so doing, we suppress

both phonon-mediated QP poisoning and direct diffusion of QPs from the SFQ

driver to the qubit. We demonstrate an order-of-magnitude reduction in SFQ-based

gate infidelity compared to [46], with an average error per Clifford gate of 1.2(1)%.

We find that infidelity is dominated by incoherent error associated with photon-

mediated QP poisoning. We anticipate that straightforward design changes to the

SFQ driver and appropriate QP mitigation on the qubit chip can lead to further

reductions in gate infidelity, to the point where we are limited by leakage to errors

of order 0.1% with naive resonant control and 0.01% for optimized control sequences

[105, 106].

This manuscript is organized as follows. In Section 8.2, we present the quantum–

classical MCM and describe basic SFQ-based single-qubit control. In Section 8.3, we

describe randomized benchmarking (RB) and interleaved randomized benchmarking

(IRB) to characterize the fidelity of π/2, π, and average Clifford rotations, and we

perform detailed error budgeting of SFQ-based gates. In Section 8.4, we show that

infidelity is dominated by a subtle form of QP poisoning associated with emission of

pair-breaking photons from the SFQ driver. In Section 8.5, we present simulation

results that validate our model for photon-assisted QP poisoning mediated via spu-
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rious antenna modes of the qubit and SFQ-qubit coupler. Finally, in Section 8.6,

we discuss straightforward modifications to the SFQ-qubit architecture to further

suppress QP-induced gate infidelity. These improvements should allow us to ac-

cess gate fidelity comparable to that achieved with state-of-the-art microwave-based

gates, but with a compact, streamlined hardware footprint for the control system.

8.2 Quantum–Classical MCM and SFQ-Based

Qubit Control

To suppress QP poisoning, the dominant source of infidelity in previous approaches

to SFQ-based qubit control [46], we segregate the qubit and SFQ elements onto two

separate chips that are bump-bonded with In to form the MCM stack shown in Fig.

8.1. The qubit chip shown in Fig. 8.1a incorporates two flux-tunable transmon

qubits, each with its own local quarter-wave resonators for state measurement. The

SFQ driver chip shown in Fig. 8.1b incorporates two dc-to-SFQ converters along

with all control and readout lines for the qubits. The two chips are bonded by In

bumps to form the MCM via the technique described in Sec. 9.1.3; see Fig. 8.1c.

The MCM architecture suppresses QP poisoning of the qubit in two ways. First,

the direct diffusion of QPs from the SFQ driver to the qubit is not possible, as the

two elements reside on separate chips that are separated by low-gap In bump bonds:

QPs that relax to the In gap edge will be unable to enter the Nb groundplane of

the quantum chip [109]. Similarly, pair-breaking phonons that propagate to the

In bump bonds are expected to scatter to the In gap edge through electron-phonon

interaction, so that phonons will have insufficient energy to enter the Nb groundplane

of the qubit chip; acoustic mismatch across the bump bonds will further inhibit

phonon propagation from chip to chip. In Fig. 8.1d, we show a simplified circuit
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diagram for one qubit–SFQ pair, with the qubit readout resonator depicted as its

lumped element equivalent tank circuit. Each qubit–SFQ pair involves one flux

bias line for the qubit, one current bias line for the SFQ driver, and one microwave

drive line to trigger SFQ pulses. The qubit readout line is shared between the two

qubit–SFQ pairs. Details of the experimental setup are given in Sec. 9.2.

The quantum–classical MCM is characterized in a closed-cycle dilution refriger-

ator at a base temperature of 20 mK. Preliminary optimization of SFQ-based qubit

rotations is described in Fig. 8.2. To avoid direct drive of the qubit via crosstalk

from the SFQ trigger line, we generate an SFQ pulse train at a subharmonic of the

fundamental qubit frequency f01. In the experiments described here, we drive the

qubit at the frequency f01/4. With the SFQ trigger tone applied, we sweep the

current bias Ib of the SFQ pulse driver to determine an operating regime where the

induced qubit Rabi frequency is insensitive to SFQ driver bias; results are shown in

Fig. 8.2a. Over the optimal range of SFQ driver operation, we find a weak depen-

dence of Rabi frequency on Ib; we discuss possible explanations for this dependence

in Sec. 9.3. In Fig. 8.2b, we show the results of a Rabi chevron experiment used to

fine tune the SFQ drive frequency. Finally, we perform the generalized Rabi exper-

iment described in Fig. 8.2c in order to identify the duration and relative timing of

SFQ pulse trains needed to execute qubit rotations about arbitrary control vectors

oriented in the equatorial plane of the Bloch sphere.

8.3 Benchmarking of SFQ Gates

After demonstrating basic qubit control with SFQ pulse trains, we characterize the

fidelity of SFQ-based gates. It is critical to find the set of parameters in the multi-

dimensional SFQ operation space to optimize gate fidelity. In this work, the SFQ
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Figure 8.3: Randomized Benchmarking (RB) of SFQ-based gates with drive at fre-
quency f01/4 = 1.2264 GHz. Pulse sequences for a reference and b interleaved RB.
c, Depolarizing curves for the reference RB sequence and six interleaved RB se-
quences. Each data point is the average of 150 random sequences across 6 hours.
Inset shows the fidelities of the average Clifford gate [110] and the six interleaved
gates.

control parameters include the bias current Ib, the trigger frequency fSFQ, the phase

difference between orthogonal rotations, the trigger amplitude, and related mixer

calibration parameters of the trigger signal. Here, we follow a two-step optimization

procedure involving error amplification to tune up individual gates followed by global
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optimization using randomized benchmarking (RB) [111, 112]. Initially, we find the

best operating parameters for each individual gate. We construct equivalent identity

and π-pulse sequences by concatenating many instances of the individual gate, e.g.,

S1 = X30, and S2 = X31. We measure the difference of |1〉-state occupation following

application of the two sequences P1(S2) − P1(S1) while sweeping the SFQ drive

parameters, and we adjust parameters to maximize the sequence contrast. We find

that optimal parameters for the SFQ driver are not exactly the same across all SFQ-

based gates. For global optimization of SFQ-based gates, including optimization

of the time delay associated with orthogonal rotations on the Bloch sphere, we

maximize the RB sequence fidelity following the ORBIT method developed in [113].

Following optimization of SFQ gate parameters, we use the technique of inter-

leaved RB to access gate fidelity independent of state preparation and measurement

error [114]. Here, we evaluate the fidelity of the set of gates {X,Y,±X/2,±Y/2}.

In Fig. 8.3, we present RB data taken across 6 hours, highlighting the temporal sta-

bility of SFQ-based single-qubit control. A fit to the reference curve yields average

Clifford gate fidelity of FCliff = 0.988(1); from the reference gate sequence and the

interleaved sequences, we extract the interleaved gate fidelities shown in Fig. 8.3c.

As a check, we calculate the fidelity of an average Clifford gate from the extracted

fidelities of the six interleaved gates. The appropriate weighted sum over the inter-

leaved gates fidelities yields an average Clifford gate fidelity of 0.988(3), consistent

with the measured RB value FCliff .

The measured error associated with SFQ-based control shows one order of mag-

nitude reduction compared to the first-generation result of [46]. Accurate under-

standing of the source of the error is critical to further optimization of SFQ-based

gates. As a starting point, we need to distinguish between coherent and incoherent

error. The former involves pulse sequence miscalibration, while the latter is due to
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Figure 8.4: Characterization of incoherent error. a, Purity benchmarking of SFQ-
based gates at pulse frequency f01/4 = 1.2264 GHz. Inset shows the gate sequence
for purity benchmarking. Here, quantum state tomography is applied at the end of
the m randomized Cliffords. The incoherent error per Clifford rCliff, inc is extracted
from the purity of the final state. b, Gate error derived from the RB measurements
of Fig. 8.3c versus gate duration. For the average Clifford gate (black diamond),
incoherent errors constitute 80% of the total error (red circle). The blue dashed
line shows the baseline incoherent error of 0.27× 10−2 for the average Clifford gate
extracted from the coherence times of the qubit measured with microwave-based
gates in the absence of SFQ operation.
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qubit dissipation via uncontrolled coupling to the environment.

Here, we use purity benchmarking [115] to extract the incoherent contribution to

the error. The gate sequence is shown in Fig. 8.4a. We apply a random sequence of

m Clifford gates followed by quantum state tomography to determine the purity of

the qubit state. A fit to the purity curve yields an incoherent error for the average

Clifford gate of rCliff, inc = 0.96(2) × 10−2. From RB, we find an error per Clifford

gate of rCliff = 1 − FCliff = 1.2(1) × 10−2. We see that 80% of the error is due to

incoherent processes. In Fig. 8.4(b), we plot the error of the six interleaved gates

characterized previously and of the average Clifford gate versus gate time. The

average Clifford gate time is 90.4 ns, 2.26 times that of the π/2 gate. We see that

gate error increases with gate duration. The dashed blue line in Fig. 8.4b shows the

baseline incoherent error per gate tgate/Terror [116], where tgate is the gate length and

where 1/Terror = 1
3
(1/T2,white + 1/T1) is calculated from the qubit coherence times

see Table 9.1 for details measured using conventional microwave-based sequences

with the SFQ driver turned off [15]. Comparing this baseline error to the measured

incoherent error for the average Clifford gate, we see that operation of the SFQ pulse

driver induces additional incoherent error around 2.6 times that of the baseline. In

the next section, we show that photon-assisted QP poisoning is the source of the

additional incoherent error.

8.4 Dynamics of QP Poisoning

Nonequilibrium QPs are a dominant decoherence source for superconducting quan-

tum devices [117, 43, 44, 26, 41], and suppression of QP poisoning associated with

the dissipative SFQ pulse driver is the primary reason for adopting the MCM ar-

chitecture described here. The analysis above indicates that SFQ gate infidelity is
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Figure 8.5: QP poisoning induced by operation of the SFQ pulse driver. a,
Microwave-based energy relaxation curves of the qubit with and without prior ap-
plication of an off-resonant SFQ pulse train at fSFQ = 1.21 GHz. The mean number
〈nQP〉 of QPs coupled to the qubit is extracted from a fit of Eq. 8.1 to the data.
b, 〈nQP〉 vs. SFQ poisoning pulse length. Each point was extracted from eight T1

traces of the type shown in a.

dominated by incoherent error and that operation of the SFQ pulse driver leads

to significant suppression of qubit coherence. QP poisoning remains the most likely
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mechanism for suppression of qubit coherence. To quantify the generation of QPs at

the qubit chip from operation of the SFQ pulse driver, we perform microwave-based

inversion recovery experiments following application of an off-resonant SFQ drive,

and we fit the recovery signal to the form [40, 67]

P1(t) = e〈nQP〉(exp(−t/T1,qp)−1)−t/T1,R , (8.1)

where P1(t) is the |1〉-state occupation of the qubit, 〈nQP〉 is the mean number of

QPs coupled to the qubit, T1,qp is the qubit energy relaxation time per QP, and T1,R

is the energy relaxation time due to remaining relaxation channels. In Fig. 8.5a, we

plot inversion recovery signals measured with (red points) and without (blue points)

application of a 7 µs off-resonant SFQ poisoning pulse prior to the measurement.

The solid traces are fits to the data from Eq. 8.1 to extract 〈nQP〉. In a separate

experiment, we vary the poisoning pulse length prior to the T1 measurement. Fits

to the inversion recovery scans yield T1,qp = 6.8(6) µs and T1,R = 26(1) µs; in Fig.

8.5b, we plot 〈nQP〉 as a function of poisoning length. The data is well described by

a model where the rate of QP removal is linear in QP density, as expected for both

diffusion of QPs from the junction and QP trapping at defect sites. We express the

time-dependent QP population as follows [63, 52]:

〈nQP(t)〉 =
G

s
(1− e−st), (8.2)

where G is the QP generation rate and s is the QP removal rate. We find G =

0.14(2) µs−1 and s−1 = 2.8(4) µs. The generation rate corresponds to 3.7(5)× 10−5

QPs coupled to the qubit per phase slip of the SFQ driver, a factor of 43 improvement

compared to the QP poisoning seen in the first-generation SFQ control experiments

of [46].



92

Figure 8.6: Dynamics of QP poisoning from the SFQ pulse driver. A variable
idle time follows application of a brief SFQ poisoning pulse; subsequent fast qubit
measurement is used to extract the qubit |1〉-state occupation P1. Inset shows the
relative positions of Q1 (red), Q2 (blue), the dc/SFQ converter (black rectangle)
and the SFQ-qubit coupling capacitor (green square). For both qubits, P1 decays
monotonically with idle time. We observe no time lag between application of the
poisoning pulse and the peaking of enhanced excess P1, indicating that poisoning is
mediated by pair-breaking photons, as opposed to pair-breaking phonons.

Our next task is to understand the physical mechanism for QP poisoning in the

MCM architecture. There are two possibilities. In one scenario, QP poisoning is

mediated by pair-breaking phonons that propagate from the classical chip to the

quantum chip [62], despite the presence of the low-gap In bumps that are expected

to promote phonon relaxation below the gap edge of the Nb groundplane of the

quantum chip. Alternatively, QP poisoning could be dominated by pair-breaking



93

photons associated with the ultrahigh-bandwidth SFQ pulses. It is known that qubit

structures are efficient absorbers of pair-breaking radiation in the mm-wave range

[35, 37]; for picosecond SFQ pulses with bandwidth of order 100s of gigahertz, the

electromagnetic transient could lead to emission of pair-breaking photons that are

then absorbed at the qubit junction. We expect to be able to distinguish these two

processes by examining the temporal dynamics of QP poisoning in our experiment:

while the photon-assisted QP poisoning mechanism will lead to immediate suppres-

sion of qubit coherence, the phonon mechanism will involve a time delay of order 10s

of µs between application of the SFQ pulse and the onset of enhanced QP relaxation

associated with the propagation of phonons from the SFQ driver to the qubit [53].

We probe the dynamics of QP poisoning in the MCM by applying a short 50-ns

burst of off-resonant SFQ pulses, using the two qubits on the MCM as QP sensors.

We increment the relative delay between application of the poisoning pulse and qubit

measurement; in order to access short timescales, we use a fast qubit measurement

with duration of 96 ns. The geometry of the experiment is shown in the inset of

Fig. 8.6. We find that the effect of QP poisoning is to increase P1, where the baseline

levels of qubits 1 and 2 are 1.6% and 0.5% respectively. This fact alone argues in

favor of the photon-mediated mechanism, which drives upward qubit transitions far

more efficiently than diffusion across the qubit junction of QPs that are resident in

the junction leads [34]. We probe qubit population P1 as a function of idle time

following the poisoning pulse; results are shown in Fig. 8.6. We find a monotonic

decrease in excess P1 toward the baseline value following application of the poisoning

pulse. In a similar experiment involving injection of pair-breaking phonons into the

qubit substrate, Iaia et al. observed a QP-induced enhancement of qubit relaxation

rate that peaks at a time ∼ 30 µs following application of the poisoning pulse,

consistent with diffusive propagation of phonons from the injector junction to the
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qubit over the ∼4-mm separation between the elements [53]. We take the much

faster response of the qubit to the poisoning pulse observed in our experiments as

further evidence that coupling of the SFQ driver to the qubit is mediated by photons

as opposed to phonons.

8.5 Antenna Coupling of the SFQ Transient to

the Qubit

It has recently been shown that absorption of pair-breaking photons is a dominant

source of QP poisoning in Josephson devices [34, 36, 37, 18]. For typical geometries,

the superconducting qubit structure forms a resonant antenna that provides an

efficient power match from free space to the high-impedance Josephson junction

at mm-wave frequencies [35]. Due to its short temporal duration of order ps, the

bandwidth of a single SFQ pulse is of order 100s of gigahertz, sufficient to excite the

mm-wave antenna mode of the qubit and generate QPs. In Fig. 8.7, we consider the

antenna modes of the qubit and SFQ coupler structures used in our experiments.

The experimental geometry is shown in Fig. 8.7 a-b; here, Nb metallization on the

quantum and classical chips is shown in gray, and the white regions indicate where

the Nb has been removed. The circular qubit and the SFQ-qubit capacitive coupler

both act as resonant aperture antennas with efficient coupling to free space at mm-

wave frequencies. Following the modeling described in [35], we plot the free-space

coupling efficiency ec of the bare qubit antenna mode as the black curve in Fig.

8.7c. The structure shows a clear resonance corresponding to a match between the

qubit perimeter and one full wavelength of the radiated field. In the same figure,

we plot the coupling efficiency of the qubit (red curve) and the SFQ coupler (blue

curve) calculated for the full MCM structure. Both modes display a complicated
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Figure 8.7: Antenna modeling of the qubit and the SFQ-qubit coupler. Schematic
of a the qubit and b the region opposite the qubit on the classical SFQ driver chip.
Here, gray represents Nb metallization on the two chips; in the white regions, the
Nb has been etched away. The Nb has been removed in a circular region on the
classical chip directly opposite the qubit island in order to reduce the capacitance
between the qubit and the groundplane of the classical chip. In a, the position of
the qubit junction is indicated by the red cross. In b, the concentric black dashed
lines indicate the position of the gap between the qubit island and groundplane
relative to structures on the SFQ driver chip. The patch capacitor that couples
SFQ pulses to the qubit is shown at bottom; this SFQ-qubit coupler is fed from the
bottom of the image by a microstrip line from the classical SFQ driver circuit. c,
Numerically calculated free-space coupling efficiency ec of the antenna modes of the
qubit and of the SFQ-qubit coupler [35]. The black curve represents ec of the qubit
with the SFQ chip removed; the dominant feature at 250 GHz corresponds to the
fundamental full-wave resonance of the aperture antenna formed by the qubit island
embedded in the groundplane. The red and blue traces are simulation results for ec
of the qubit and SFQ coupler modes calculated in the full MCM architecture.
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frequency-dependent coupling efficiency with peaks in the resonant response around

300 GHz. Similarity in the coupling efficiency of the qubit and SFQ coupler could

be due to loading of both modes by the etched cavity in the groundplane of the SFQ

driver chip; see Sec. 9.1.3 for more details.

After verifying that the SFQ-qubit pair can be considered as a coupled antenna

system, we show that the ps-scale SFQ pulse indeed leads to emission of photons

with energy sufficient to break Cooper pairs; see Sec. 9.6 for a detailed discussion.

From our analysis of QP poisoning presented in Fig. 8.5, a single SFQ pulse

delivered to the qubit generates 1.1 × 10−4 QP at the qubit junction. We can ask

the question: if all the energy that goes into QP generation is derived from SFQ-

qubit antenna coupling, what is the efficiency of energy transfer from the driver to

the qubit? We define an energy conversion factor α as follows:

αESFQ = 1.1× 10−4 × Eqp, (8.3)

where ESFQ is the available energy from one SFQ pulse and Eqp is the energy of

one QP. We take the available energy per SFQ pulse to be equal to the phase slip

energy, and for simplicity we assume that the generated QPs are concentrated at

the gap edge of Al. We find

ESFQ = IcΦ0, (8.4)

Eqp = h× 50 GHz, (8.5)

where Ic ∼ 100 µA is the critical current of the output junction of the SFQ driver.

Solving the equations above, we find an experimental energy conversion efficiency

αexp = 1.8× 10−8.

We can compare the experimentally extracted α with the result derived from
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Figure 8.8: Temporal response of the qubit antenna mode to a single SFQ pulse.
a, SFQ pulse and induced transient at the qubit. A single SFQ pulse VSFQ with
σ = 2.5 ps is delivered from the SFQ-qubit coupler (blue trace). Antenna coupling
between the SFQ-qubit coupler and the qubit results in an induced voltage Vqb at
the qubit port (red trace; voltage scaled by a factor of 50 for clarity). b, Energy
spectral density of the qubit response expressed in units of ∆/Hz, where ∆ = Eqp =
h× 50 GHz. The red trace is the energy spectral density calculated from the qubit
transient in a; here, Ṽqb is the Fourier transform of the induced voltage at the qubit,
and Rqb is the normal state resistance of the qubit junction. The blue trace shows the
product of the photon coupling efficiency η based on the frequency-domain antenna
modeling and the energy spectral density of the SFQ pulse. The dominant Fourier
component in the qubit response matches the product of the energy spectral density
of the SFQ pulse and the photon coupling efficiency of the coupler-qubit system.
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time-domain modeling of the coupled antenna system. We take RSFQ = 1 Ω as the

source impedance associated with the SFQ-qubit coupler, and we model the SFQ

transient as a Gaussian pulse with width σ = 2.5 ps, derived from WRspice [118]

simulation of our dc/SFQ converter. As shown in Fig. 8.8a, the SFQ pulse applied

to the coupler (blue) induces an oscillatory voltage response at the qubit junction

port (red, scaled by a factor 50), with a dominant frequency set by the product of

the energy spectral density of the SFQ pulse and the photon coupling efficiency of

the coupler-qubit system. In Fig. 8.8b, we show in red the energy spectral density of

the response signal at the qubit port |Ṽqb|2/Rqb; here, Ṽqb is the Fourier transform

of the voltage induced at the qubit port and Rqb = 8.0 kΩ is the normal state

resistance of the junction. As in [37], we define the photon coupling efficiency η as:

η(f) = ec,qb ec,coupler, (8.6)

where f is frequency and ec,qb (ec,coupler) is the coupling efficiency of the qubit (cou-

pler) calculated in Fig. 8.7c. In Fig. 8.8b, we plot in blue the available energy

spectral density from the SFQ pulse |ṼSFQ|2/RSFQ scaled by the coupling efficiency

η. The close agreement with the spectrum calculated from the voltage transient

at the qubit junction suggests that transport of pair-breaking energy between the

SFQ coupler and the qubit is dominated by direct antenna coupling between the

structures.

From our modeling, we calculate the total energy dissipated at the qubit port for

photons with a frequency above 100 GHz, and we find a simulated energy conversion

factor αsim(σ = 2.5 ps) = 3.8×10−8, in reasonable agreement with the experimental

value αexp = 1.8 × 10−8. For the sake of completeness, we have also simulated

antenna coupling to the qubit of SFQ pulses with varying widths. For SFQ pulse
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widths σ = 0.5, 1, 2, and 5 ps, we find energy conversion efficiency αsim = 1.3 ×

10−5, 1.3 × 10−6, 9.7 × 10−8, and 1.0 × 10−12, respectively. It is clear that broader

SFQ pulses, for which the energy is compressed into a narrower spectral band, lead to

a suppression of antenna-mediated QP poisoning at the qubit. As the typical qubit

oscillation period ∼200 ps is orders of magnitude longer than typical SFQ pulse

widths, a straightforward redesign of the SFQ driver to suppress the spectral weight

of the SFQ transient above 100 GHz provides an obvious path to eliminating photon-

mediated QP poisoning. Deviation of the SFQ pulse from the ideal delta-function

will cause misrotation of the qubit state vector on the Bloch sphere [104]; however,

this is a coherent error that is readily addressed by appropriate gate calibration.

8.6 Conclusion

In this work, we have advanced the state of the art for SFQ-based digital control

of superconducting qubits. By segregating qubits and classical control elements on

separate chips in an MCM architecture, we suppress phonon-mediated QP poisoning

and achieve an error per Clifford gate of 1.2(1)%. This gate infidelity represents a

one-order-of-magnitude reduction compared to the first demonstration of SFQ-based

qubit control [46], and a factor-of-two reduction in the infidelity achieved in recent

work involving a 3D transmon controlled by a Josephson pulse generator located at

the 3 K stage of the cryostat [104]. We find that residual gate infidelity is dominated

by photon-assisted QP poisoning mediated via spurious mm-wave antenna modes of

the qubit and SFQ-qubit coupler. To suppress QP generation at the qubit from the

high-bandwidth SFQ pulse, we suggest a modest redesign of the SFQ driver circuit

to yield SFQ pulses with broader characteristic temporal width, corresponding to a

narrower pulse bandwidth in the frequency domain. Such a redesign will concentrate
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the power emitted by the SFQ driver below the aluminum gap edge, so that QP

generation is not possible. The qubit and the SFQ-qubit coupler could also be

modified to suppress their antenna coupling to free space at frequencies just above

the aluminum gap [35, 37, 36]. To protect the qubit from any residual nonequilibrium

QPs, appropriate superconductor gap engineering [109, 119, 120, 58, 23] could be

harnessed to promote the rapid outflow of QPs from the qubit junction and to

prevent the inflow to the junction of QPs from remote parts of the qubit circuit. With

these steps to mitigate the various forms of nonequilibium QP poisoning, SFQ gate

fidelity of 99.9% is achievable using resonant SFQ pulse trains [83]. Ultimately, more

complex control sequences involving nonuniform SFQ pulse spacing should enable

single-qubit gate fidelity of 99.99%, on par with that achieved using microwave-

based gates, but with a significant reduction in hardware footprint for the control

system.
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Chapter 9

Supplemental Information for

“Single Flux Quantum-Based

Digital Control of

Superconducting Qubits in a

Multi-Chip Module”

9.1 Fabrication of the Quantum-Classical MCM

9.1.1 Qubit

The qubit chip was fabricated on a high resistivity (> 10 kΩ-cm) 3-inch Si substrate

with 100 crystal orientation. The native oxide of the silicon is stripped in dilute

(2%) hydrofluoric acid for 60 seconds immediately prior to transfer of the wafer into

the sputter deposition chamber used for growth of the 100-nm Nb base electrode.
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We use an i-line projection lithography tool to define the qubit islands and readout

resonators. We then etch the Nb using BCl3/Cl2 chemistry in an inductively coupled

plasma reactive ion etch tool. We use an electron-beam writer to define the Dolan

bridges for the qubit junctions; the Al/AlOx/Al junctions are then formed by double-

angle evaporation and thermal oxidation in an electron-beam evaporator.

9.1.2 SFQ Driver

The driver circuits were fabricated at the NIST Boulder Microfabrication Facility.

The substrates used were 3–inch Si wafers with 150 nm of thermal oxide. The

fabrication of the drivers was based on the process for SFQ digital circuits described

in [121] with the following changes:

1. Only three superconducting layers were used, requiring only one chemical–

mechanical–planarization step before deposition of the second Nb layer;

2. The top Nb layer was used as the ground plane;

3. The barrier material used for the SIS junctions was amorphous Si, and external

shunt resistors were needed to bring the damping of these SIS junctions near

the critical regime with Stewart-McCumber parameter βc ∼ 2;

4. The critical current density of the junctions is 1 kA/cm2 and the characteristic

junction frequency is 240 GHz;

5. The shunt resistors were made of palladium/gold alloy films with sheet resis-

tance of 2 Ω / � deposited by electron–beam evaporation and defined by a

two–layer lift–off resist process.
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9.1.3 MCM

The fabrication steps for the under-bump and indium bump layers deposited on

each chip are similar to those described in [122] but with a target bump thickness of

5 µm. Additionally, hydrogen plasma cleaning before bonding is avoided to prevent

potential contamination of Nb layers used both in the SFQ and qubit chips. The

MCM is bonded in a commercial flip-chip bonder. Before bonding, the components

are aligned to ± 1.0 µm. The coplanarity is adjusted to be less than 100 µradians.

The bonding force used was 21.6 kN, which, given optical profilometer measurements

of the bump thickness (4.6 ± 0.2 µm) and top contact area (260 µm2) for the 2193

bumps on each chip, results in a calculated effective pressure of 3.9×1010 N/m2 and

an expected resulting chip gap of 6.4 ± 0.3 µm.

9.2 Wiring

The experimental setup and wiring are shown in Fig. 9.1.

9.3 Impact of SFQ Pulse Errors

In addition to incoherent error from QP poisoning, the instability of SFQ pulse

delivery represents another potential error channel. In Fig.8.2a, we see that the

Rabi frequency associated with resonant SFQ drive is not a constant over the full

range of current bias; similar behavior was seen in [46, 104]. In Fig. 9.2a, we plot the

extracted Rabi frequency versus bias current. We find relative variation in the Rabi

frequency of order 5% over the bias current range considered. In the following, we

examine the possibility that this variation is due to SFQ driver errors, namely, missed

SFQ pulses or delivery of double pulses, and we estimate the resulting contribution to
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Figure 9.1: Wiring diagram of the experiments.

SFQ gate error. Pulse dropouts will result in systematic underrotation of the qubit

state and a reduction in Rabi frequency, while double pulses will cause overrotation

of the qubit and an increase in Rabi frequency.

We define the SFQ pulse probability PSFQ in three regimes. For PSFQ < 1, one

pulse is delivered per clock cycle with probability PSFQ; the probability of a pulse

dropout is 1− PSFQ. For PSFQ = 1, exactly one SFQ pulse is delivered per cycle of

the trigger waveform. Finally, for PSFQ > 1, a double SFQ pulse is delivered with

probability PSFQ−1, while a single SFQ pulse is delivered with probability 2−PSFQ.
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Figure 9.2: Stability of SFQ pulse delivery and its effect on qubit control. a, Scaled
Rabi oscillation frequency fRabi extracted from Fig. 8.2a as a function of Ib. Over
a bias current range from 40 to 120 µA, we find approximately ± 3% variation
in fRabi around the value 6.25 MHz. A possible explanation for the variation in
Rabi frequency is that the number of SFQ pulses delivered per cycle of the trigger
waveform is either less than or greater than one. b, Simulated gate error and leakage
to the |2〉 state for a π/2 gate implemented with an imperfect SFQ pulse driver. Gate
error and leakage both increase in the presence of SFQ pulse dropouts and double
pulses.
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Figure 9.3: IRB of resonant SFQ-based gates implemented at drive frequency f01/2.

Following [83], we perform Monte Carlo simulations of the gate error and leakage

to the |2〉 state for a Y/2 gate realized with the parameters of the SFQ driver-qubit

pair used in these experiments; simulation results are shown in Fig. 9.2b. We find

increased gate error and leakage as the probability of pulse dropouts or double pulses

increases. For pulse dropout or double pulse probability less than 3%, compatible

with the variation in Rabi frequency over the bias current range from 40 µA to

120 µA, we put an upper bound on gate error of ∼ 0.2%. While instability of

the SFQ driver does not currently limit gate fidelity, it is possible that SFQ pulse

errors will be a dominant source of infidelity in SFQ gates once QP poisoning is

fully suppressed.
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9.4 SFQ-Qubit Parameters

In Table 9.1, we list the measured and extracted parameters of the SFQ-qubit pair

used in these experiments.

Table 9.1: Parameters of devices used in the experiments. Resonator and
qubit frequencies are measured by spectroscopy. Qubit baseline coherence times
T1 and T2,white are extracted from microwave-based inversion recovery and echo se-
quences. T1,qp is extracted from nonlinear fits to the inversion recovery signals
shown in Fig. 8.5. The SFQ operation parameters, including trigger frequency, trig-
ger power, trigger DC offset and current bias, are chosen to maximize SFQ-based
qubit gate fidelity. The SFQ-qubit coupling capacitance is calculated following [83]
from the measured Rabi frequency shown in Fig. 9.2a.

Description Symbol Value

Readout resonator frequency fRO 6.786 GHz
Qubit max operating frequency f01 4.906 GHz
Qubit energy relaxation time T1 26 µs
Qubit phase relaxation time T2,white 20 µs
Qubit energy relaxation time per QP T1,qp 6.8 µs
SFQ trigger frequency ωSFQ/2π 1.226 GHz
SFQ trigger power -45 dBm
SFQ trigger DC offset 90 µA
SFQ current bias Ib 80 µA
SFQ-qubit coupling capacitance CSFQ 180 aF

9.5 Characterization of SFQ-Based Gates with

Drive at f01/2

We have also used IRB to characterize SFQ-based control at the first subharmonic

f01/2 of the qubit fundamental frequency; results are shown in Fig. 9.3. The average

error per Clifford gate is 1.8(2)%, which is slightly higher than the result obtained

at a drive frequency f01/4. It is likely that the degraded fidelity at the higher drive
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frequency is due to the higher rate of photon-assisted QP generation associated with

the shorter interpulse spacing.

9.6 Frequency-Domain Analysis of SFQ Pulses

We consider an SFQ pulse with Gaussian envelope in the time domain:

VSFQ(t) =
Φ0√
2πσ

e
−t2
2σ2 , (9.1)

where Φ0 is the magnetic flux quantum and σ is the standard deviation of the pulse

in time. The Fourier transform of the SFQ pulse is given by

ṼSFQ(f) = Φ0e
− f2

2σ2
f , (9.2)

where σf = (2πσ)−1 is the standard deviation of the pulse in the frequency domain.

For typical Nb-based SFQ devices [98], σ is around 1 ps. In Fig. 9.4, we plot ṼSFQ(f)

for Gaussian SFQ pulses with four values of σ. For shorter pulses, the SFQ transient

involves significant spectral weight at frequencies above the Al energy gap (∼ 100

GHz). Pair-breaking photons emitted by the transient can couple resonantly to the

qubit structure via the spurious mm-wave antenna modes of the device. To suppress

this form of QP poisoning, it is possible to intentionally broaden the SFQ pulses by

increasing the damping of the SFQ driver. As the qubit oscillation period is two

orders of magnitude larger than the SFQ pulse width, broadening the SFQ pulse to,

say, σ = 5 ps will have negligible effect on the coherent qubit rotation induced by

the SFQ pulse.
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Figure 9.4: Fourier transform of Gaussian SFQ pulses with varying standard devia-
tion σ from 0.5-5 ps. In the Fourier domain representation of the pulse, the standard
deviation is σf = (2πσ)−1. Narrower SFQ pulses in the time domain involve more
spectral weight above the Al energy gap 2∆Al/h ∼ 100 GHz, where there is the
possibility of photon-assisted QP generation.
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Chapter 10

Conclusion

In this thesis, we have explored two topics of superconducting qubits: the quasi-

particle poisoning of superconducting qubits through resonant absorption of pair-

breaking photons and SFQ digital control of superconducting qubits in an MCM.

In the first project, we have presented experimental validation of a model for the

antenna coupling of qubits to pair-breaking radiation. The validation was carried

out through controlled irradiation of superconducting qubits with mm-wave photons

derived from the ac Josephson effect. The model’s detailed predictions regarding

the absorption spectrum of the qubits were confirmed by mapping out their spectral

response up to 500 GHz. Our findings demonstrate that resonant absorption of

pair-breaking photons is the dominant contributor to qubit initialization errors in

our devices, while the observed baseline parity switching rates are explained well by

absorption of broadband thermal photons. These results provide a deeper under-

standing of the physical mechanism for quasiparticle poisoning, which could help

develop new qubit designs that are robust against pair-breaking radiation.

Furthermore, our experiments have shown that the resonant transduction of

pair-breaking photons to quasiparticles followed by qubit-based parity detection
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could lead to a new class of quantum sensors for high-resolution spectroscopy in the

frequency range from 100 GHz to 1 THz, where established detection techniques are

limited. This has important implications for the detection of dark-matter axions

or dark energy, as well as for high-resolution spectroscopy of the cosmic microwave

background.

In conclusion, our validated model for photon-assisted quasiparticle poisoning

through the spurious antenna modes of the transmon qubit provides a detailed

understanding of the physical mechanism for quasiparticle poisoning and paves the

way for the development of new qubit designs and measurement configurations that

protect against absorption of pair-breaking radiation. Our results also suggest the

possibility of using qubits as high-resolution detectors for a range of applications in

the 100 GHz to 1 THz frequency range.

In our second project, we have proposed the SFQ digital superconducting logic

family for the scalable control of next-generation superconducting qubit arrays.

However, the initial implementation had limited SFQ-based gate fidelity due to

quasiparticle (QP) poisoning induced by the dissipative on-chip SFQ driver circuit.

To address this issue, we have introduced a multi-chip module architecture that

segregates SFQ elements and qubits onto separate chips, which are joined with In

bump bonds. Through interleaved randomized benchmarking, we have characterized

the fidelity of SFQ-based gates, and have achieved an error per Clifford gate of

1.2(1)%, representing an order-of-magnitude reduction over the gate error achieved

in the initial realization of SFQ-based qubit control.

Using purity benchmarking, we have quantified the contribution of incoherent

error at 0.96(2)%, which we attribute to photon-mediated QP poisoning mediated

by the resonant mm-wave antenna modes of the qubit and SFQ-qubit coupler. To

eliminate this source of infidelity, we anticipate that a straightforward redesign of the
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SFQ driver circuit to limit the bandwidth of the SFQ pulses will be necessary, allow-

ing SFQ-based gates with fidelity approaching theoretical limits, namely 99.9% for

resonant sequences and 99.99% for more complex pulse sequences involving variable

pulse-to-pulse separation.

Overall, our work has advanced the state of the art for SFQ-based digital control

of superconducting qubits. By segregating qubits and classical control elements on

separate chips in an MCM architecture, we have suppressed phonon-mediated QP

poisoning and achieved a significant reduction in gate infidelity. To further improve

gate fidelity, we propose modifications to the SFQ driver circuit, qubit, and SFQ-

qubit coupler to suppress antenna coupling and promote the rapid outflow of QPs

from the qubit junction. Ultimately, with these steps to mitigate the various forms of

nonequilibium QP poisoning, SFQ gate fidelity of 99.9% is achievable using resonant

SFQ pulse trains, while more complex control sequences involving nonuniform SFQ

pulse spacing should enable single-qubit gate fidelity of 99.99%.
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